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Abstract

In 2018, investments in AI rapidly increased by over 50 percent compared to the previous year and reached 19.1 billion USD. However, little is known about the necessary AI-specific requirements or readiness factors to ensure a successful organizational implementation of this technological innovation. Additionally, extant IS research has largely overlooked the possible strategic impact on processes, structures, and management of AI investments. Drawing on TOE framework, different factors are identified and then validated conducting 12 expert interviews with 14 interviewees regarding their applicability on the adoption process of artificial intelligence. The results strongly suggest that the general TOE framework, which has been applied to other technologies such as cloud computing, needs to be revisited and extended to be used in this specific context. Exemplary, new factors emerged which include data – in particular, availability, quality and protection of data – as well as regulatory issues arising from the newly introduced GDPR. Our study thus provides an expanded TOE framework adapted to the specific requirements of artificial intelligence adoption as well as 12 propositions regarding the particular effects of the suggested factors, which could serve as a basis for future AI adoption research and guide managerial decision-making.
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1 Introduction

“The world’s most valuable resource is no longer oil, but data” – proclaimed by The Economist (2017) and a plethora of other articles, the business value of data is widely accepted. If data is the new oil of our economy and artificial intelligence (AI) is fuelled by data, then AI can analogously be referred to as the engine (Agrawal et al., 2018). Thanks to improved algorithms in deep learning and ample access to historical datasets as well as cost-effective computing power and storage space, AI applications are on the rise and receive increasing attention from both technology companies and more ‘traditional’ companies that anticipate competitive advantages (MSV, 2018). Despite inconspicuous short term impact, long term commitment is important since AI represents a paradigm shift for organizations (Hosanagar and Saxena, 2017). According to Gartner, “85 percent of CIOs will be piloting AI programs through a combination of buy, build, and outsource efforts” by 2020 (Andrews et al., 2017, p. 2) – however, just like a new engine for electric vehicles requires a new chassis, approaching an organizational AI project requires an assessment whether the focal organization possesses the necessary prerequisites and framework to enable successful AI initiatives.
Despite ever increasing organizational (and governmental) investments in AI (Buğhın et al., 2017), less than 39 percent of all companies have an AI strategy in place, only 20 percent of companies have actually incorporated AI in some offerings or processes, and merely 5 percent have extensively incorporated AI (Ransbotham et al., 2017). The easiest explanation for this apparent hesitance are prominent examples of AI projects gone awry, like the Microsoft Chatbot Tay tweeting racist slurs (Reese, 2016) or IBM’s Watson failing to diagnose cancer as promised in their advertising campaign (Flam, 2018). However, most so-called AI failures cannot be attributed to AI itself but rather to the underlying processes and the involved people. Current AI research has focused predominantly on technical advancements (e.g., Monroe, 2018; Lu et al., 2018) but largely factored out the necessity to analyse the readiness of the ‘organizational chassis’ to successfully support AI initiatives. In this regard, AI initiatives cannot be approached like yet another new technology trend since several aspects distinguish these projects from previous technology initiatives, e.g., cloud computing adoption or social media marketing: in its essence, AI refers to a broad and complex set of approaches that do not have to confine themselves to methods that are observable and have thus been often compared to a black box (McCarthy, 2007). In accordance with McCarthy (2007, p. 2) we understand AI as a “science and engineering of making intelligent machines, especially intelligent computer programs”, which tries but is not limited to simulate human intelligence and which includes underlying technologies like machine learning, deep learning and natural language processing (Elliot and Andrews, 2017). AI differs from non-AI technology as it learns to make decision based on incoming data, rather than being based on an explicitly defined set of rules (Crowston and Bolici, 2019). This self-adaptive property allows AI to learn from user behaviour, react to its environment, and make complex decisions automatically. These properties result in human attributes being assigned to AI (Rzepka and Berger, 2018). However, the technology is also perceived as a threat because the algorithm's decision is not transparent (i.e., black box behaviour) and is likely exceeding human capabilities in a particular task due to its efficiency and scalability (Brundage et al., 2018).

In an information systems (IS) context, researchers have only recently begun to examine organizational readiness factors for AI (e.g., Alsheibani et al., 2018) but have as of now not yet expanded frameworks like TOE (technological-organizational-environmental) to cover the specific characteristics AI initiatives entail across industries and adoption stages. Due to the scarce extant literature, this study explores organizational readiness factors through a qualitative interview approach with 14 experts from both user and provider firms at various adoption stages. Building on TOE as conceptual framework, our approach thus aims to identify:

1. Which factors influence the decision and the ability to adopt AI in organizations? And sets out to shed further light onto (2) What explicitly distinguishes the introduction of AI from other technologies?

The remainder of this manuscript is structured as follows: To begin with, we provide a brief overview of the related work and theoretical background (TOE) to mark off the research area before the qualitative study design is presented. After introducing our study sample comprising 14 interviewees, we derive empirical results which are integrated to expand the TOE framework. The results of our paper are a first step in providing a holistic view of the factors that are relevant for adoption of AI in the nascent research landscape. Thereby, the discussion of our key findings illustrates contributions to research and practice and an approach to future work. Finally, we conclude the manuscript by pointing out the limitations of our study and providing specific avenues for future research.

2 Theoretical and Conceptual Background

2.1 Artificial Intelligence and Adoption

The nascent ubiquitous adoption of AI in companies is currently omnipresent in research and practice which indicates the potential attributed to AI. However, only few studies have dealt with the organizational aspects of AI adoption like the implementation of the technology into organizational processes and governance structures (e.g., Ransbotham et al., 2017). Extant published studies rather focus on the improvement of this technology and its underlying algorithms (e.g., Monroe, 2018; Yan et al., 2016) or the impact of AI on specific industries and departments (e.g., Huang and Rust, 2018; Kruse et al., 2019;
Moncrief, 2017) – whereas overarching aspects like the influence on AI applications exerted by an organization’s strategy or the macro-environment, have scarcely been taken into account in information systems (IS) literature (Nascimento et al., 2018).

Indeed, a literature review by Nascimento et al. (2018) demonstrates possible avenues for future studies by identifying specific aspects which should be considered when adopting AI technologies (i.e., high commitment to the area, human requirements to deal with the techniques), but they do not integrate their findings into a theoretical framework. Similarly, Rzepka and Berger (2018) focus on the interaction of AI systems and users and address important factors (e.g., the fit between the user, system and task), but do not apply a distinct adoption framework. There are some further, rather practice-oriented contributions analysing or discussing the adoption of AI. For example, vom Brocke et al. (2018) state that new job profiles have to be created, resulting in the necessity of adequate skill development of employees and the adjustment of corporate strategies.

However, the aforementioned findings are still rather disparate and do not provide a concise framework that could guide future organizational studies regarding AI and the actual implementation of AI in companies. To the best of our knowledge, there are only two contributions that consider the adoption of AI in organizations from a more theoretical perspective and across various industries (Alsheibani et al., 2018; Rana et al., 2014). Alsheibani et al. (2018), a research-in-progress publication, draw on the TOE framework (DePietro et al., 1990) to explain an organization’s readiness to introduce AI into their organization. In line with the existing theory, they constitute technological (T), organizational (O), and environmental (E) factors which influence AI adoption and propose a quantitative, thus confirmative, approach. Accordingly, influencing factors are selected on the basis of assumptions from past studies, which are not specified in more detail, and on the basis of previous technologies, which do not have the same specific characteristics as AI. Rana et al. (2014), on the other hand, use the Technology Acceptance Model (TAM) to explain the organizational adoption of machine learning techniques in the specific context of software defect prediction. Again, the unique characteristics of AI are not sufficiently addressed. Instead, existing concepts (e.g., perceived benefits) are examined based on a sample of only four interviewees from two companies. Given that AI differs from previous technologies in several ways, an all-embracing framework needs to take these differences into account (Zhu and Kraemer, 2005): AI is considered both efficient and scalable, is able to exceed human capabilities and comprehension (Brundage et al., 2018), derives its own rules from added data (Crowston and Bolici, 2019) and shows a distinctive black box behaviour (Adadi and Berrada, 2018). In addition, recent developments affect the organizational use of AI (e.g., improvement of deep learning algorithms) making it necessary to collect comprehensive, up-to-date data.

Since no current exploratory study investigates the adoption of AI across various industries, an explorative approach is necessary to provide further insights that potentially deepen and extend the proposed TOE framework to account for the novelty regarding the organizational implementation and adoption of AI.

2.2 TOE Framework and Diffusion of Innovation

In general, the TOE framework represents a useful and somewhat flexible starting point to study innovations as it provides a generic theory for the diffusion of technologies (Zhu and Kraemer, 2005). Therefore, it has been widely applied to other contexts and technologies like cloud computing (e.g., Lian et al., 2014), big data (e.g., Bremser, 2018) and business intelligence systems (e.g., Hatta et al., 2017). In essence, the TOE framework comprises three main elements that influence the adoption process of technological innovations: (a) the technological context describing the internal and external relevant technologies available, (b) the organizational context that depends on internal structures and processes measured by various factors such as company size and free resources and (c) the environmental context, which describes the business related field of action, taking into account industry, competitors, government, and suppliers (DePietro et al., 1990). Following Zhu and Kraemer (2005) the TOE framework can be extended by using the innovation diffusion theory of Rogers (1995), which states different technological factors including relative advantage and compatibility. Relative advantage is described as the
degree to which an organization perceives an innovation better compared to the previous solution. The second factor, compatibility, is the degree to which an innovation matches the actual needs of the potential user organization. Both factors are positively related to its rate of adoption (Rogers, 1995). Looking at the organizational readiness, DePietro et al. (1990) postulate a positive influence of the strategic behaviour of management, organization’s size and slack resources. They also point out the relevance of the intensity of competition as a positive factor on adoption as well as governmental regulations, which can have both, negative and positive effects on innovation implementation. Since there is only little research on AI adoption, a general TOE framework as described above is used as an initial conceptual starting point (see Figure 1), which will be expanded in the course of the study.

![TOE Framework as Conceptual Base](based on DePietro et al., 1990; Rogers, 1995)

## 3 Qualitative Research Methodology

The aim of the study is to expand the current state of IS research concerning AI application in organizations by questioning experts who work on managerial and operational levels for AI provider and user firms. Organizational AI adoption is a complex topic and has not yet been fully explored. Therefore, an explorative approach using interviews with experts seems appropriate to investigate the problems occurring in this particular context (Flick et al., 2004). According to Weber (1990), content analysis can be used to assess open-ended questions, making the approach suitable for evaluation of the collected qualitative data. Thus, in order to develop an organizational adoption framework, this paper follows the steps of content analysis (see Figure 2): Based on the TOE framework, which serves as a conceptual framework, seven initial categories were derived from relevant literature (e.g., factors “compatibility” or “top management support” in Figure 1). By analysing the interviews, these categories are examined and extended gradually, resulting in 23 categories and subcategories of the final framework for AI adoption. The interviews are transcribed, coded and analysed taking into account relevant practice-oriented studies through triangulation (Hsieh and Shannon, 2005). In particular, we use a combination of directed and conventional analysis, where the directed approach uses codes derived from theory (i.e., TOE framework) and the conventional analysis takes into account information obtained directly from the data since the applied theory is not specifically adjusted to AI technology and therefore should be supplemented and deepened inductively (Hsieh and Shannon, 2005).

![Content Analysis Process](based on Hsieh and Shannon, 2005)

### 3.1 Research Design

Our main information source were in-depth expert interviews, which were conducted in a semi-structured way. Thereby, the guiding principles of Sarker et al. (2013) were considered by preparing an interview protocol and questioning key informants in different companies. In order to avoid typical pitfalls of semi-structured qualitative interviews, contact was established with the interview partners via e-mail
and telephone before the interviews were carried out (Hermanns, 2004). While conducting the interviews we kept our questions open in order to enable participants to speak freely.

The interview guide comprises three different sections. The first section comprised general questions about the position and responsibility of the interviewee and their previous experience in the field of AI and related technologies in an operational or managerial context. The second and most comprehensive section considered advantages and risks of using AI (i.e., the possible results of AI initiatives) and the triggers, prerequisites and limitations of using this technology in organizations. In addition, we inquired the criteria used by the companies to assess the general potential of AI. The last set of questions dealt with the actual use of AI and the strategic and tactical challenges it poses. For example, we asked the interview partners which AI-based applications are currently being used and which specific actions were associated with the introduction and implementation of these projects. Due to the semi-structured approach, initial questions were subject to a gradual adjustment in order to account for the individual expertise and position of the participants and to develop the focus during the interviewing process.

### 3.2 Sample and Data Collection

We provide an overview of the participants in Table 1 (see below) and further details in the following.

<table>
<thead>
<tr>
<th>ID</th>
<th>Position</th>
<th>Job Exp.</th>
<th>Interview Method</th>
<th>Adoption Stage</th>
<th>Core/Non-core</th>
</tr>
</thead>
<tbody>
<tr>
<td>P-01</td>
<td>Digital Growth Manager</td>
<td>16 years</td>
<td>Face-to-face</td>
<td>Adoption</td>
<td></td>
</tr>
<tr>
<td>P-02</td>
<td>Head of Marketing &amp; Analytics</td>
<td>10 years</td>
<td>Face-to-face</td>
<td>Consideration</td>
<td></td>
</tr>
<tr>
<td>P-03</td>
<td>Head of Digital Communications</td>
<td>14 years</td>
<td>Face-to-face</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P-04</td>
<td>Asset Management Strategist</td>
<td>3 years</td>
<td>Telephone/Face-to-face</td>
<td>Adoption</td>
<td></td>
</tr>
<tr>
<td>P-05</td>
<td>Chief Product Owner</td>
<td>8 years</td>
<td>Face-to-face</td>
<td>Continued use</td>
<td></td>
</tr>
<tr>
<td>P-06</td>
<td>Product owner</td>
<td>8 years</td>
<td>Face-to-face</td>
<td>Continued use</td>
<td></td>
</tr>
<tr>
<td>P-07</td>
<td>Account Executive</td>
<td>3 years</td>
<td>Telephone</td>
<td>Adoption</td>
<td></td>
</tr>
<tr>
<td>P-08</td>
<td>Founder</td>
<td>10 years</td>
<td>Face-to-face</td>
<td></td>
<td>C</td>
</tr>
<tr>
<td>P-09</td>
<td>Development Manager</td>
<td>6 years</td>
<td>Face-to-face</td>
<td></td>
<td>C</td>
</tr>
<tr>
<td>P-10</td>
<td>Solution Manager</td>
<td>15 years</td>
<td>Face-to-face</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P-11</td>
<td>Development Manager</td>
<td>7 years</td>
<td>Face-to-face</td>
<td></td>
<td>C</td>
</tr>
<tr>
<td>P-12</td>
<td>Managing Director</td>
<td>19 years</td>
<td>Written answer</td>
<td></td>
<td>NC</td>
</tr>
<tr>
<td>P-13</td>
<td>Consultant</td>
<td>2 years</td>
<td>Telephone</td>
<td></td>
<td>C</td>
</tr>
<tr>
<td>P-14</td>
<td>Managing Director</td>
<td>11 years</td>
<td>Telephone</td>
<td></td>
<td>C</td>
</tr>
</tbody>
</table>

**Awareness:** Org. becomes aware of AI  
**Consideration:** Org. considers to adopt AI  
**Intention:** Org. intends to adopt AI  
**Adoption:** Org. begins to adopt AI  
**Continued use:** Org. continues to use AI  
**Core (C):** AI capabilities and products differentiate company strategically from others  
**Non-Core (NC):** AI capabilities and products are no strategic factor for company

### Table 1. Participant overview

The interview partners were selected on the basis of a key informant approach. Following the rules of data triangulation, both user (UF) and provider firms (PF) were surveyed (Flick, 2004). The answers were collected over a six-month period and took place between May and October 2018. In total 12 interviews with 14 highly involved participants were conducted within two European countries (Ger-
Pumplun et al. /Exploring Organizational Readiness for AI

many and Ireland), taking into account seven experts from provider firms and seven experts of companies, which mainly purchase AI products. After the 12th interview, data collection was discontinued as a further contribution of additional qualitative data was considered unlikely (i.e., theoretical saturation was assumed) (Flick, 2004).

Among the 14 interviewees were eleven male and three female participants. The total number of respondents is comparable to other qualitative studies that consider the adoption of similar technologies (e.g., Bremser et al., 2017; Mallmann and Gastaud Maçada, 2018). In order to avoid an elite bias, both IT staff and managers were interviewed (Miles and Huberman, 1994). Therefore, three of the participants were managing directors or founders, eight identified as middle managers or heads of departments, while the remaining respondents were either consultants or strategists. For the purpose of potentially achieving more generalizable research results and identifying sector and enterprise size-specific differences (Flick, 2004), companies across various industries and of differing sizes were selected, including large (75 %), medium-sized (17 %) and very small enterprises (8 %) (European Commission, 2003) from industries like electricity, gas, steam and air conditioning supply (D), information and communication (J), manufacturing (C) as well as wholesale and retail trade (G) (United Nations, 2008). At the time of the interviews, the organizations were in different phases of implementation regarding AI. Based on the classification according to Frambach and Schillewaert (2002), user firms are divided into the following stages of adoption: awareness, consideration, intention, adoption and continued use, while provider firms were classified according whether they offered AI as a core competence or not (Leonard-Barton, 1992).

The interviews lasted on average 58 minutes and were mainly held face-to-face because of the complexity, scope, and sensitivity of the topic. Nevertheless, a total of four interviews were conducted using telephone calls and one participant replied in a written form due to geographical distance. An overview of the surveyed participants can be found in the table above (see Table 1).

3.3 Coding Concept

Most of the interviews were recorded and transcribed after agreement by the interviewees. In a single interview only notes were taken and in another case a written answer was submitted. Subsequently, the transcripts were assessed by using the NVivo 12 software and by conducting two coding cycles as recommended in Saldaña (2009). The first coding cycle comprised a mixture of attribute coding, descriptive coding and hypothesis coding. The former is performed to obtain essential insights about the data and its descriptive information (e.g., UF/PF, size of organizations). In addition, hypothesis coding was carried out to account for the initially conceptualized factors from the TOE framework (see Figure 1). These factors mentioned in the existing theory form the focus of the hypothesis-based approach and are deductively tested (Greener, 2008). Finally, descriptive coding is used to extract additional aspects that go beyond the previously identified factors (e.g., relative advantage, competitive pressure, and top management support) and thus potentially extend the existing framework. In a second cycle, the formerly created codes are combined into a smaller number of sets using pattern coding (Saldaña, 2009). By discussing and assessing the coding process with a group of four IS researchers and students, an investigator triangulation helped to ensure rigor and trustworthiness. Furthermore, an ongoing data triangulation process took place while coding the interviews by utilizing multiple sources of evidence (Flick, 2004). For example, additional corporate resources as well as current practice-oriented AI studies and reports were considered (e.g., Ransbotham et al., 2017, Andrews et al., 2017).

4 Results and Discussion

While validating the proposed TOE framework for adoption of AI (see Figure 1), we found evidence that the established factors do not fully reflect the challenges that companies face when they want to introduce AI to their companies. The presented TOE framework merely includes fundamental factors that are also applicable to other technologies such as cloud computing. Therefore, the findings that do not go beyond these basics are summarized in tabular form (Table 2). Aspects that supplement or contextualize the original framework will be examined in more detail below.
With the help of AI it is possible to learn from the data over time. However, AI is not a panacea, but should be compared to the use of robust conventional systems for the specific application. The combination of both approaches should also be considered in order to solve the overall problem. This assumption is strengthened by Rzepka and Berger (2018), who indicate that AI is better suited for particular use cases than others. In addition, it is demanded that the results of AI be made comprehensible and no longer represent a black box. The demand for more transparency of AI based systems is also demanded in the current IS literature (e.g., Rzepka and Berger, 2018; Crowston and Bolici, 2019).

For the successful use of AI, the work processes must be adapted to the technological requirements. Furthermore, there must be a fit between the desired application and technology.ä

In principle, the support of top management can facilitate the introduction of AI. However, a certain understanding of the technology and its applications is required. Currently, decision makers in middle management are particularly problematic, as they are very KPI-driven and thus inhibit AI use.

It is unclear whether larger companies have a better chance of adopting AI. Basically, a high budget and a large volume of customer data enables and justifies the use of AI. However, the slow group structures are also hampering further development in this area.

The resources can be divided into the factors budget, employees and data that affect the use of AI.ä

Competitive pressure leads companies to increasingly deal with AI in order to gain a competitive advantage.

Many laws complicate the introduction and use of AI. In this context a renewal of the legal situation is demanded. Especially the GDPR and the employees’ council are a particular hurdle for companies.ä

"But that one adapts, that one learns based on collective knowledge, no matter if one provides it now at the beginning or continuously, that one adapts there then, that is actually the strength of this AI." – P-11

"And it may well be that you get on with workflows or get on with fixed processes. Or that you say, you know what, we just run AI in the background. And we just take a look at which needles the system still brings us. But it’s by no means a panacea […]" – P-01

"We know that we can’t really understand machine learning. […] And that there must be procedures that show that exactly this one feature was responsible for it." – P-13

"If I then ask […] why do the projects fail? You then realize that the need was not clearly communicated, the use case was not right, that it was too big. That you say you want to do something, but you don't know what.” – P-01

"Someone, a top manager or someone comes from some conference, has picked up something like Big Data or Predictive Maintenance as buzzwords and then says, ‘yes, let’s do it’. Yes? And then you start to code somehow and you start to collect and somehow you notice then hey, actually we don't know exactly what we are supposed to do now.” – P-14

"Now are you going to […] I’d rather say a niche area. Niche in the sense of, you have maybe only 10,000 users. Then it's not worth the effort that data scientists, Computational Linguists develop something for five years.” – P-11

"I think obstacles […] are certainly the initial expenditures. At the beginning, you’d need a small one-off budget, a bit of know-how as a starting point […]” – P-02

"They [the costumers] challenge us too. They say, look at the competition, the start-up does that, we’ve already looked with them. Why can't you do that yet?” – P-10

"And innovation and law are two words that I think rarely appear in one single sentence.” – P-04

ä: Further details on the subcategories are discussed below

Table 2. Findings: Examination of proposed factors in TOE framework

In addition to the ‘classic’ TOE assumptions, the experts also mention prerequisites for the implementation of AI that result from the special properties of AI and therefore have only been insufficiently addressed or have not been examined in general TOE literature at all before. These new findings are described comprehensively in the following section.
Technological Factors

Technological factors comprise two main aspects: Relative advantage, which was already considered in Table 2 in detail, and compatibility, which can be divided into two subcategories on the basis of expert interviews: business processes and business cases. Therefore, we will revisit the second factor compatibility in the following and explain it in more detail.

Compatibility. According to experts, the business processes in the company must be adapted to the new requirements that arise from the use of AI. In the context of AI, it is therefore no longer useful to use existing KPIs of other projects, since AI projects have differing properties. For example, the results that arise from such projects can no longer be planned to an extent that would be necessary regarding traditional, common KPIs (e.g., ROI) as demonstrated by the following quote:

"The interesting thing about how we implement these projects here is that we didn't define KPIs [...]. That means for us, we learn with the information we get back through the system. That's a very important point. If you apply old KPIs to new technologies and approaches, you run the risk of only digitizing old KPIs." – P-01

Instead, it becomes necessary to introduce agile forms of work. Particularly in the field of data science, it is important to continuously evaluate the progress of projects, since the feasibility of ideas in this area cannot be proven from the outset. There are only a few, incomplete criteria to evaluate the existing data at the very beginning. Within the framework of agile, flexible working models for software development, the current status and the data can always be viewed in terms of new findings, thus reducing the risk of investing the wrong amount of time and money. The relevance of agile working methods is underlined by the following statement:

“And in IT you had very, rigid waterfalls, that is classic traditional IT project management. Which is not, how shall I say, very beneficial regarding the uncertainties when using data and artificial intelligence. [...] Because you just plan a concept somehow, that's actually this classic process, over half a year and then you look into the data and notice 'oh God, that's all wrong!'. And you can actually throw the concept away! So half a year, more or less, not as much progress has been made as if one had looked at the data in advance." – P-14

In addition to the work processes, however, further factors must also be checked for compatibility. Another very frequently mentioned aspect is the formulation of a concrete business case. Experts believe that AI can only be used successfully if there is a clear problem. AI must be seen as a tool for a purpose and cannot be viewed in isolation. The problem of prioritizing possible use cases appropriately is known from literature on big data use (e.g., Bremser, 2018), which also deals with an underlying technology that can be used in a variety of ways in organizations.

“But you really need to know, ‘where can you solve a problem with that?’ Just because you can do AI, it doesn't bring you anything, zero, honestly not. [...] They don't buy it because it's AI. So really, also corporate customers, they don't buy it because there is AI in it now. They buy it because it must have a benefit.” – P-08

In line with these factors influencing AI adoption, we formulate the following propositions:

**Proposition 1:** Compatibility between AI technology and business processes (e.g., agile forms of work) as well as the development of a dedicated business case will have a positive effect on adoption of AI in companies

Organizational Factors

In addition to technological readiness, factors must also be taken into account that reflect the overall organization's ability to implement AI. The factors culture and organizational structure were newly discovered by examining the expert interviews, while the factor resources was subdivided into the aspects budget, employees, and data.

Culture. After evaluating the interviews, it became evident that the adoption of AI in a company is strongly influenced by the culture in the company. In addition to top management support the introduction and implementation of an innovative culture in the company are also relevant. In this context, aspects of change management to achieve an innovative culture within the company were mentioned frequently by the interviewees. The functionality of an intelligent application is based on the input of already existing, high-quality data as well as the training which has to be carried out by the employees.
over time (Crowston and Bolici, 2019). Only if there is a willingness to use the technology in the long run, the quality of the answers and decisions made by the machine will improve.

“In the beginning the model is bad. You have few answers that reach this threshold. But by constantly saying as an employee that this was right or by correcting, you are building a knowledge base.” – P-08

If the path to an innovative culture is not successful, there is a danger of missing out on new, important technologies and trends. The factor of missing an absorptive capacity to adopt new technologies is evidenced by the following statement:

“In such a large corporation you have the tendency to say again and again ‘well, we make money with the model we have! Why should I come up with something new now?’.” – P-05

**Resources.** The adoption of AI in a company does not only depend on the culture, but also results from slack resources, which should be further subdivided. Comparable to other innovations (e.g., Bremser et al., 2017), the available financial resources through a budget are an important aspect that generally determines the implementation of new technologies in projects. A high budget can enable capacities, create financial freedom and help to build know-how. On the other hand, obligations also arise from financial resources. This problem can in turn jeopardize the successful introduction of AI, since the course of projects with AI is unpredictable and strongly dependent on the data used. The restricting influence of budget is demonstrated by the following statement:

“The second point is the budget. The moment your management or the person responsible for the budget asks the question ‘what is the return on investment?’ And ‘what happens if I don’t do it?’ You are no longer on the move agilely, but you are immediately arrested in a major project. The demand or the requirements are already defined, there's a price tag on it and there's a timeline on it. No more room for adjustments.” – P-01

In addition to the budget, a second aspect should be considered as one of the most frequently discussed factors within the sample: the employees of a company who have the necessary know-how to apply the technology. Basically, it should be noted that the staff should have both, the professional qualifications and programming knowledge in the field of AI (e.g., utilizing libraries such as TensorFlow, PyTorch or Keras) as well as a domain understanding of the respective organization. It should also be considered that many companies have problems recruiting professionals such as data scientists, who demand high salaries and are potentially disloyal to their employers due to a high demand on the labour market. The necessity of these occupational groups for implementation of AI is also addressed by previous studies (e.g., Kruse et al., 2019). Additionally, interviews show that AI projects cannot simply be outsourced as they require the company's domain knowledge as described. Therefore, an expert suggests to train the employees in the company who already have a domain specific knowledge (e.g., controller, statisticians) in the field of machine learning. The problem set is evidenced by the following statement:

“This is one of the most important things: you need the people! In this day and age you can no longer outsource. Especially not with machine learning and artificial intelligence. That doesn't work. You need the experts. You need the people – who actually don't have the time.” – P-01

The third subcategory that can be seen as a resource is the data used to train the AI. Data was among the factors most often mentioned by all interviewees across firms and positions and is also frequently considered in current literature (e.g., Crowston and Bolici, 2019). Various problems have been extracted while examining the qualitative interviews: Data must first be made accessible. Both data availability and data protection play an important role. Often the data must be made usable from different old systems. Furthermore, it is necessary to extract the data in a scalable form, because AI projects require as many data records as possible. According to the experts, these requirements can account for up to two thirds of the workload of an AI project. The following statement illustrates how time-consuming and difficult the provision of data can be:

“We also often […] first had to think about ‘where does the data actually come from?’ […] We actually had to deal with three or four different legacy systems from which we had to get the data out.” – P-05

In addition to the technical aspects of data availability, data protection also plays an important role. Often, it is mainly larger corporations that experience difficulties implementing an open data policy. In these kind of companies, a deliberate isolation of the individual departments takes place, which makes the successful introduction of AI more difficult:
“We're going to have to make sure that we stop pursuing a silo mentality.” – P-01

Once the data is available, the quality of the data becomes relevant. This aspect was brought up very often by the interviewees, who point out that data quality is regularly a problem, as it is not fully possible to assess the data sets before the project is indeed implemented. Only a few incomplete metrics exist to evaluate the data in advance. This is particularly problematic because historical data often does not have the required quality and degree of detail due to time and cost pressure when data was generated.

“We also have customers who say yes, we have the CRM here, our system here, our old system. Maybe an old application. But we don't really want to take the data with us, because we know that the service staff often just entered something hurriedly due to a lack of time, and that it's not right.” – P-10

**Organizational Structure.** The culture of the company is closely linked to its structure. As in the statement above, large corporations have problems setting up new AI projects because of their “everything is fine” mentality. Many companies therefore go the way of circumventing old, inhibiting structures by establishing a lab or hub within the organization. However, problems can also arise as a result of this procedure, which is made clear by the following statement by an expert:

“Is this somehow a lab in Silicon Valley, where clever people are all sitting around building something without being subject to the restrictions of the traditional company? The advantage of this is that they are very fast. This has the disadvantage that the integration into the slow company will fail later. [...] On the other hand, if you try it out of the existing IT, which is historically very cost-driven and very innovation-free, then it won't work either.” – P-14

Therefore, it is suggested to use a hybrid model, in which a hub serves as a starting point for new ideas and technologies, but where an intense communication between the lab and the company still exists.

As shown above, organizational readiness factors influence decisions regarding AI adoption of companies strongly. Hence, we posit:

**Proposition 2:** A dedicated AI budget, which does not entail any obligations to meet performance targets, will have a positive impact on the adoption of AI in companies

**Proposition 3:** The availability of data scientists and developers with appropriate expertise, domain knowledge as well as the willingness of users to train AI systems over time will have a positive impact on the adoption of AI in companies

**Proposition 4:** The availability of extensive, meaningful and high quality data will have a positive effect on adoption of AI in companies

**Proposition 5:** Departments who keep relevant data to themselves, an overreliance on status quo as well as slow and bureaucratically shaped corporate structures will have a negative effect on the adoption of AI in companies

**Environmental Factors**

Looking at environmental readiness, the known factor government regulations is divided into two main aspects (GDPR and employees’ council) and the categories industry requirements as well as customer readiness are newly filtered out by coding the expert interviews. The extensions of the original framework are explained in more detail in the following section.

**Government Regulations.** As already indicated, the introduction of AI must also consider several legal aspects. A relevant regulation that was enforced in May 2018 is the General Data Protection Regulation (GDPR), which regulates activities like the processing of personal data. The handling of the new legal situation is addressed by many experts in the interviews as companies struggle to provide personal data for the training of their intelligent machines. In this context, many data sets need to be anonymized, which makes the use of intelligent, self-learning algorithms more difficult or even impossible. The following statement expresses the impact that such a regulation can have on the European economy:

“This shock with the General Data Protection Regulation […] to make everything bad per se and excessively laborious, that also contradicts any reality. Also, we have to be careful that we don't lose track of others with all these AI topics, because they will do it. We would like to, but we're getting a bit in ourselves’ way.” – P-11

In addition to legislation concerning the handling of personal customer data, the protection of employees must also be taken into account by firms. Many applications in the field of AI are based on learning
from data. If intelligent software is used in the company to support employees, it can access a lot of information from their daily work routine. Thus, there is a danger that the personnel could be monitored. In addition, as a result of the progressive automation by AI, a large scope of duties is taken over gradually by machines. Although it was one of the less prominent constraints mentioned by all interviewees, these effects of intelligent algorithms ultimately lead to the fact that the introduction of AI is inhibited by employees’ council and employee representatives in companies to protect employees’ workplaces.

“Because, of course, a system of this kind, which logs data without limits, could of course also store the information. That X makes three mails in one day and Y makes 30. And her completion rates are much higher. Okay? So the employees’ council is definitely a key stakeholder.” – P-01

**Industry requirements.** In addition, each industry has its own specific requirements, which also affect the adoption of AI. These are specific laws, external circumstances affecting the company, and the organization's interaction with the environment. For example, Kruse et al. (2019) examine the adoption of AI in financial sector taking into account its specific regulations, IT systems and customer group. These influences can encourage or inhibit the use of AI, depending on their nature. The necessary inclusion of the factor industry was evidenced, besides the related literature, by the following statement:

“I also believe that our industry [electricity provision] is simply making a bit of an impact. The challenges facing our industry are simply more complex than what a small retailer might have to solve [...]” – P-02

**Costumer readiness.** When a company is faced with the decision to introduce AI, the knowledge and acceptance of its customer base must also be taken into account. These requirements apply to B2B as well as to B2C companies, which should both focus on their customer’s benefit. The interviewed experts currently see a development of their costumer’s ability and willingness to deal with new technologies. Consumers in particular are increasingly demanding digital and intelligent offers and are acting as disruptors. This is consistent with other adoption literature, which points to changing customer expectations for individualized services and products (e.g., Bremser, 2018). But also corporate customers are beginning to innovate. The requirements they will have in the future can be seen from the following statement:

“In 3 to 4 years, when the algorithms are mature, this will become the standard. Then the customers simply expect that such a function [intelligent service] is in the solution.” – P-10

We thus posit that environmental factors, like the legislation or the readiness of industry and customers, affects AI adoption as follows:

**Proposition 6:** Strict laws regarding the processing of personal data will hamper the training of intelligent machines and the review by a strong employee representative body will slow down and inhibit the introduction of new technologies. Thereby both will have a negative effect on adoption of AI in companies

**Proposition 7:** Industry specific properties (e.g., specific regulations, customer group) will, depending on their nature, have both positive and negative effects on the adoption of AI in companies

**Proposition 8:** Demanding customers will nudge the companies to design individualized, intelligent products and thus will have a positive effect on the adoption of AI in companies

The previous findings will be used in the following to supplement the basic framework (see Figure 1) and to generate an overview of the experts’ statements and thus the special features of AI (see Figure 3 on page 12).

After the proposed framework has been extensively investigated and extended, the next step is to showcase special features that occur during the introduction of AI in comparison to other technologies and which go beyond the theory of TOE. For this purpose, the statements of experts are investigated via crosstab queries (i.e., filter coded interviews simultaneously by a factor and company type) in order to get an idea about perceptual differences between provider and user firms, which eventually create a gap between supply and demand. The comparison inductively leads to different problem areas where the preconditions, views and attitudes of the provider and user firms differ.
An example of this misconception between those two groups is the differing assessment of consumers. While user firms tend to view their customers as sceptical about the acceptance of intelligent applications, providers see consumers as disruptors who explicitly demand innovations.

“I believe we must not forget that our clientele is, to a large extent, rather conservative. And such a chatbot would not be suitable for everyone, not even for half of our target group.” – P-02 (UF)

“Very important, I have also become aware of this very often and very clearly, the customers are, as they say, the disruptors. They say exactly how they would like best to work with the brand.” – P-10 (PF)

But it is not only the customers that are assessed differently by the respective category of the firm. There is also a divergence of ideas about the prerequisites within the companies. For example, user firms see the size and bureaucracy of their group as an obstacle to the acceptance of AI, while the provider designs their products primarily for large firms in mass markets which can generate sufficient amounts of data.

“Because it has been said that we do not see it within our existing group structures, we cannot give the issue the attention it needs.” – P-05 (UF)

“That especially companies that have many service requests benefit from this. [...] I also believe that, for medium-sized companies or something, I do not know. Especially larger companies.” – P-08 (PF)

The evaluation of the interviewees’ statements also shows that the ideas regarding the availability of budget for AI projects diverge. While large user firms state that they have problems providing the required financial resources, the provider firms overestimate the possibilities of their customers.

“I think obstacles, why we have not done it [AI adoption] yet, are certainly the initial expenditures. At the beginning where you would need a small one-off budget, a bit of know-how as a starting point, which might not be there yet.” – P-02 (UF)

“It’s also often the case that large corporations in particular have strategic investment pools, where even a CEO says ‘yes, I have understood that in order to do something there, we now have to take three, four million in to our hands and we’ll take that as play money and start making this initial investment’.” – P-14 (PF)

Another point mentioned by the provider firms is the preference of user firms regarding on premise versus cloud-based solutions. As a result, providers are often unable to train and adapt the intelligent algorithms adequately since access to data and sufficient computing power is constrained.

Considering the differences between user and provider firms, we posit the following propositions:

**Proposition 9:** The diverging assessment of consumer’s AI readiness by provider and user firms leads to a different estimation of demand and thus will have a negative effect on adoption of AI in companies

**Proposition 10:** The fact that the companies that have sufficient data volumes and are addressed by provider firms are also trapped in slow structures of their corporations will have a negative effect on adoption of AI in companies
Proposition 11: Misconceptions about budget availability and willingness to pay between user and provider firms will have a negative effect on adoption of AI in companies

Proposition 12: Differing preferences of cloud-based and on premise applications between provider and user firms result in a negative effect on adoption of AI in companies

5 Conclusion, Limitations, and Future Research

The explorative study showed that the TOE framework is applicable to the adoption of AI. However, some categories show results that are partially contradictory and require further research (e.g., organizational size). Furthermore, we were able to identify new, AI-specific factors (e.g., data) and subcategories for existing ones (e.g., GDPR and employees’ council as part of government regulations). Moreover, evaluating the interviews allowed us to provide initial solution approaches to address the problems that could possibly arise while implementing AI. Altogether, a framework for the adoption of AI is proposed, which provides executives with a broad overview of AI related conditions in organizations. This enables companies to carry out a structured analysis of their status quo and identifying areas of improvements to adopt AI successfully in their processes and services. In addition, it is shown how a gap between supply and demand for AI technology can arise due to diverging assumptions of user and provider firms. In order to enable the top management to address this disagreement, it is necessary to expose them and to create the prerequisites needed for a successful implementation of AI in their company. Besides the practical implications, by conducting the first cross-industry exploratory study focusing on factors which enable and impede AI adoption in general, a basis for further research is introduced. This study can be seen as a starting point to conduct additional studies – for example focusing on or comparing special industries (e.g., healthcare, banking and finance) and associated requirements or looking at specific departments and use cases in depth (e.g., HR, Service).

Future research should consider a constitutive quantitative study, to review the given proposals and further examine existing inconsistencies within the factors. This will help to understand the factors’ actual impact, making it possible to develop sound strategies and action plans for an integrated AI adoption. Moreover, a framework other than TOE might then be applied to better reflect the specific requirements of AI (e.g., conceptual framework of organizational innovation adoption by Frambach and Schillewaert (2002)). In addition, companies across the globe and of various cultures, should be included in the research, although a semi-multinational context already exists due to the fact that the interviewed firms are operating in several countries. Additionally, we have mainly considered large companies so far, as they currently already have dedicated positions for AI projects and could therefore be easily identified and contacted. However, future research should survey medium-sized and smaller companies, especially as contradictory results on the impact of company size were obtained in the study. Nevertheless, this study ultimately was able to conceptualize an ‘organizational chassis’ for the introduction of AI adoption that enables organizations to move forward in the field of AI.
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