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**Abstract**

Current process management practice strives for better support for mappings between process models in the design and execution phases of process implementation projects. In this context, BPMN was developed as a graphical representation for the process execution language BPEL4WS, with the intention that BPMN can be automatically mapped to executable BPEL4WS specifications. However, there is doubt over whether this translation is actually possible. We use the Bunge-Wand-Weber representation model to analyze the representational capabilities of BPMN and BPEL4WS, and, on this basis, argue that the translation between BPMN and BPEL4WS is prone to difficulties due to inconsistent representational capabilities. Our analysis uncovers representational inconsistencies between the specifications, and thus identifies parts of BPMN that are not readily translatable to BPEL4WS. Our work serves as a theoretical cornerstone on which the development of better mapping support for BPMN and BPEL4WS in particular, and any combination of process modeling techniques in general, can be based.
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Introduction

Business practice shows that, often, different process modeling techniques are being used for defining business requirements and defining technical process specification for workflow execution (Dehnert and van der Aalst 2004). In the latter case, recent years have seen the emergence of a potential standard, Business Process Execution Language for Web Services (BPEL4WS) (Andrews et al. 2003), for specifying processes that can directly be executed via workflow engines. In fact, BPEL4WS has now become a de facto standard for specifying executable processes (Leymann and Roller 2006) and numerous tools support the execution of BPEL4WS processes (see http://en.wikipedia.org/wiki/BPEL). Yet, these tools mainly follow the BPEL4WS syntax and fail to provide adequate graphical model editing support. Moreover, the technical orientation and specification rigor of BPEL4WS hinders the intuitiveness of the models, with this situation potentially leading to understandability problems when non-technical stakeholders such as process managers and business analysts are involved.

In order to remedy this gap between business and technical process models, the Business Process Modeling Notation (BPMN) (BPMI.org and OMG 2006) has been developed with the clear intention to provide a standard visual notation for executable BPEL4WS processes and to define a formal mapping between BPMN and BPEL4WS (BPMI.org and OMG 2006, p. 1). Despite being a recent proposal, BPMN is already supported by more than 40 tool vendors (see www.bpmn.org), yet none of the available tools facilitates a direct and automated mapping of BPMN models to executable BPEL4WS specifications.

A closer inspection of the existing BPMN-BPEL4WS translation approaches implemented in commercial tool environments by Ouyang et al. (2006b) reveals that available translations fail to meet the following requirements:

- completeness, i.e., applicable translations for any BPMN model,
- automation, i.e., the capability to produce target code without requiring human intervention, and
- readability, i.e., the capability to consistently produce target code that is not only machine-readable but also understandable by human actors.

Given the significant levels of adoption of BPMN and the so far unfulfilled expectations of automatic mapping of BPMN diagrams to BPEL4WS, we see a strong need to comprehensively investigate the nature and capabilities of these two seemingly complementary process specification techniques in order to determine whether they indeed are complementary, moreover, equally expressive, and thus truly translatable. One well established method of evaluating the representational capabilities of modeling techniques that purport to capture real-world scenarios is through the use of a model of representation. A promising candidate is the Bunge-Wand-Weber (BWW) representation model (Wand and Weber 1990; 1993; 1995) that uses the principles of representational analysis for an investigation of a modeling technique’s strengths and weaknesses. The BWW model provides a widely accepted means for evaluating conceptual modeling techniques for information systems analysis and design (Green and Rosemann 2004), and is used here as a reference benchmark for our analysis. The selection of this model will allow us to identify scenarios that neither of the two languages can model, scenarios that only one of the languages can model, as well as inconsistencies between their representational capabilities in scenarios that both languages can model. Indeed, our study identifies a number of areas that still need to be further considered. For example, neither BPMN nor BPEL4WS have strong support for business rule modeling. Furthermore, in terms of translation between the two languages, we predict that there will be difficulties when translating models containing BPMN’s high level ‘event’ construct, with the lack of a corresponding general construct in BPEL4WS.

Our research is therefore motivated in three distinct ways:

1. to determine the extent of the representational capabilities of both BPMN and BPEL4WS,
2. to emphasize real-world representational requirements that neither BPMN nor BPEL4WS appear to be able to meet, and
3. to highlight and discuss areas of representational inconsistency between the two techniques that in turn indicate expected problem areas with regard to an automatic mapping of BPMN to BPEL4WS.

The aim of this paper then is to analyze, based on representation theory, the modeling capacities of BPMN and BPEL4WS, and to investigate whether it is indeed possible to specify a mapping from the former to the latter. As a measurement for the extent of modeling capacity we selected ontological completeness, defined as the coverage of constructs as proposed by the BWW representation model. In order to highlight representational inconsistencies between the two techniques, we use the method of overlap analysis (Wand and Weber 1995; Weber 1997) of the representational capabilities.

This paper is structured as follows. The next section provides an overview of the background to our study - it introduces BPMN and BPEL4WS and reviews earlier studies on their correspondence and translation. The following section discusses the research methodology. Then, the subsequent section presents the findings of the comparison from the viewpoint of ontological completeness, and it discusses representational capabilities that appear to be missing. It also presents a discussion of some of the identified inconsistencies in the representational capabilities of the two techniques and consequences of these inconsistencies for an automatic mapping from BPMN to BPEL4WS. We conclude the paper with a summary of results, and a discussion of limitations and future research.
**Background & related research**

**An introduction to BPEL4WS and BPMN**

**BPEL4WS**

The Business Process Execution Language for Web Services (Andrews et al. 2003) is an executable language extended with constructs specific to the BPM domain, in particular, Web Service implementations. Version 1.1 of BPEL4WS was released in 2003 and is already supported by a large number of BPM tool vendors.

BPEL4WS defines the technical details of a workflow that offers a complex Web Service built from a set of elementary Web Services. The most important concepts of a BPEL4WS process are **variables**, **partnerLinkTypes**, **basic and structured activities**, as well as **handlers**. Variables store process data and messages that are exchanged with Web Services. PartnerLinkTypes define the mutual required interface types of a message exchange by declaring which partner acts according to which role defined in a partner link. Basic Activities specify the operations that are performed in a process. These Web Service operations include invoke, receive, or reply. There are further activities for assigning data values to variables (assign) or waiting to halt the process for a certain time interval. Structured Activities are utilized for the definition of control flow (for example, to specify concurrency of activities via the flow construct), alternative branches (for instance, via the construct switch), or loops (while). Structured activities can be nested and links can be used to express synchronization constraints between activities. Handlers can be defined in order to respond to the occurrence of a fault, an event, or if a compensation has been triggered.

**BPMN**

The nature of technical, programming-oriented languages such as BPEL4WS renders them less suited for direct application by business users to design, manage, and monitor the specified business processes. Clearly, what is needed is a standard visual notation for business processes defined in executable process languages. The Business Process Management Initiative (BPMI) (www.bpmi.org) recognized this need and started work on the Business Process Modeling Notation (BPMI.org and OMG 2006) in early 2003. Version 1.0 was released in May 2004 with the intention to deliver a notation for standardized process modeling. Currently, BPMN is being considered by the Object Management Group (OMG) for standardization purposes.

The development of BPMN was mainly driven by two objectives: (a) to develop a modeling language that supports typical process modeling activities both for business and technical users, and (b) to provide a standard visualization mechanism for executable process specifications that also supports the automatic mapping from BPMN models to BPEL4WS specifications.

The complete BPMN specification defines thirty-eight distinct language constructs plus attributes, grouped into four basic categories of elements. **Flow Objects**, such as events, activities and gateways, are the most basic elements used to create Business Process Diagrams (BPDs). **Connecting Objects** are used to inter-connect Flow Objects through different types of arrows. **Swimlanes** are used to group activities into separate categories for different functional capabilities or responsibilities (for example, roles, systems or departments). ** Artefacts** may be added to a diagram where deemed appropriate in order to display further related information such as processed data or other comments.

**Correspondence between BPMN and BPEL4WS**

In an attempt to support the claim that BPMN provides a visualization mechanism for BPEL4WS, the BPMN specification (BPMI.org and OMG 2006, pp. 137-204) presents a mapping between BPMN and BPEL4WS. However, this mapping is informally written. A precise algorithm and a definition of the required structural properties is missing. An example of how a mapping could work is given by White (2005), however, the scenario used is a simplistic one, and, even then, the feasibility of such a mapping in a general case has not yet been demonstrated.

Regarding related academic research, a number of researchers have proposed transformation strategies for process models, especially in the case of BPMN and BPEL4WS. In (Ouyang et al. 2006a), a general approach is presented to translate a specific type of process models, namely, standard workflow models, to BPEL4WS by exploiting the BPEL4WS construct ‘event handler’. However, as the authors admit, this approach only holds for this particular process model type and in consequence, only for a reduced set of modeling constructs of techniques such as BPMN. This approach was later adapted to the specific context of BPMN and BPEL4WS (Ouyang et al. 2006b), also relying on the discovery of process patterns in BPMN models that are then to be mapped onto BPEL4WS structured activities. This approach, too, is not yet at a stage where it holds for more advanced or complex BPMN models. Another approach is presented in (Mendling et al. 2006), where the authors discuss different strategies for translating graph-oriented models (like BPMN) to block-oriented specifications (like BPEL4WS). These strategies have different advantages and disadvantages, and also do not work in the general case.

As our brief literature review shows, existing transformation strategies falter when it comes to defining a mapping that holds in the general case for all scenarios. This situation raises the question whether BPMN and BPEL4WS really share the same representational capabilities, i.e., whether they are in fact able to capture the same aspects of a modeled domain, and, if they are able to, whether they capture relevant aspects of the modeled domain in a similar, i.e., complementary, fashion that
would allow the derivation of algorithms that are able to automatically map BPMN models to executable BPEL4WS specifications.

Research design

Representation theory in Information Systems

The research area of representational analysis is based on the understanding that Information Systems are representations of real-world systems (Wand and Weber 1995) and consequently, models of Information Systems need to contain the necessary representations of phenomena in real-world domains that are relevant to information systems analysis and domains (Wand and Weber 1993). Wand and Weber (1990; 1993; 1995) developed and refined a theory of representation based on an ontology defined by Bunge (1977) for the evaluation of the representational capability of the modeling techniques and the scripts prepared using such techniques. This theory, the BWW representation model, is one of three theoretical models defined by Wand and Weber (1995). Some minor alterations have been carried out over the years by Wand and Weber (1993; 1995) and Weber (1997), but the key constructs of the BWW representation model can be grouped into the following clusters: things including properties and types of things; states assumed by things; events and transformations occurring on things; and systems structured around things (see (Rosemann et al. 2006) for a complete list).

Weber (1997) suggests that the BWW representation model can be used to analyze a particular modeling technique in order to make predictions about the modeling strengths and weaknesses of the technique, in particular its capabilities to provide complete and clear representations of the domain being modeled. He clarifies two principal evaluation criteria that may be studied using the BWW representation model: ontological completeness, i.e., the analysis of the extent to which a process modeling technique covers completely the set of constructs proposed in the BWW representation model, and ontological clarity, i.e., the analysis of the extent to which process modeling technique constructs are deemed redundant, overloaded, or excess as per the BWW representation model.

We justify our selection of the BWW representation model as the theoretical benchmark in this study in several ways. Most notably, it has been used in over thirty research projects for the evaluation of different modeling techniques (see (Green and Rosemann 2004) for an overview), including data models, object-oriented models and reference models. In particular, it has a strong track record in the area of process modeling, with contributions coming from various researchers. Specifically, it has been used for the evaluation of such leading process modeling techniques as Petri nets (Rosemann et al. 2006), Event-driven Process Chains (EPC) (Green and Rosemann 2000), Flowcharts (Keen and Lakos 1996), Data Flow Diagrams (DFD) (Keen et al. 1997), Integrated Definition Method 3 Process Description Capture Method (IDEF3) (Keen and Lakos 1996), Electronic Business using eXtensible Markup Language Business Process Specification Schema (ebXML BPSS) v1.01 (Green et al. 2005), Business Process Modeling Language (BPML) v.1 (Green et al. forthcoming), and Web Service Choreography Interface v1.0 (WSCI) (Green et al. forthcoming). Thus, there is an extensive background related to the application of the BWW representation model for the evaluation of process modeling techniques. Also, as Bunge’s established ontology (Bunge 1977), on which the BWW model is based, has been rigorously defined using set theory notation, its adaptation to the IS-specific BWW representation model also inherits the specification rigor, and thus, can be considered theoretically sound.

Research methodology

While the application of a representational theory for the purposes of representational capability analysis of a modeling technique is a well used approach, it is not without its criticisms (Rosemann et al. 2004). Being mindful of these criticisms, which in particular relate to the process of analysis, we sought to strengthen the rigor of our research by employing a methodology that minimized any potential subjectivity in the analysis. In order to achieve this objective, we have chosen a multiple-coder approach with researchers who have had extensive experience with the BWW representation model, and who also were familiar with the BPMN and BPEL4WS specifications. The methodology follows a three step process (Rosemann et al. 2004) that was employed first for BPEL4WS, and then for BPMN.

1. Two researchers individually analyzed the specification, performing a mapping between the representation theory constructs and the constructs found in the technique’s specification.
2. The two researchers then met to compare their analyses and discuss any discrepancies. The result of this step was an updated analysis, with a consensus between the involved researchers.
3. The analysis obtained in step 2 was then presented to two other researchers for confirmation and further discussion. This resulted in a consensus over the final accepted analysis of the technique.

Once the analyses of the representational capability of the two techniques were finalized, an overlap analysis (Wand and Weber 1995; Weber 1997) was performed in order to identify those representational aspects that diverge between BPMN and BPEL4WS. Such an overlap analysis allows us to produce three distinct sets of outcomes.

First, we identify representation model constructs that are not incorporated into either of the two techniques. In this context, we performed an analysis of maximal ontological completeness (MOC) (Weber 1997; Green et al. forthcoming) in order to determine the highest possible representational power when using BPMN and BPEL4WS in combination, without the explicit
intention to map the former to the latter (such an intention in this case, as our analysis will show, limits representational capability).

Second, we perform an inverse minimal ontological overlap (MOO) analysis (Weber 1997; Green et al. forthcoming), i.e., we perform a maximal ontological overlap analysis. The key proposition of minimal ontological overlap is that users will employ a combination of techniques that overlap minimally ontologically in order to achieve greatest representational power (MOC), with the provided constructs, while maintaining minimal redundancy between the techniques. This proposition holds when a user is aiming to supplement a technique with an additional technique in order to increase representational capability without increasing complexity or ambiguity (Green et al. forthcoming). However, when we consider a situation in which a technique is meant to be automatically translatable to another technique, clearly what is required is the existence of maximal ontological overlap, in which case a bigger overlap of constructs sharing the same representational capacity between the two techniques would imply a larger set of constructs that can potentially be automatically mapped from one technique to the other. In our case, the maximal ontological overlap analysis is performed on a cluster by cluster basis (refer to BWW clusters shown in Table 1). Starting with the things including properties and types of things cluster, and taking the first construct – thing – we examine if both BPMN and BPEL4WS were found to have representational capability for this construct. We argue that if representational capacity exists in one technique but not the other, then problems will arise when a mapping between the two techniques is required. The problem arises because the translation of the modeled process to a less detailed technique will be at the cost of losing representational capacity power and, thus, the translation will be prone to loss of semantic information about the modeled domain. This process of analysis will then proceed for each BWW construct in the cluster, and then for all remaining clusters and their constructs.

Third, if both techniques were found to have a mapping to a representation model construct, we examine the identified technique constructs to confirm if a mapping is indeed possible between the constructs. In particular, we assess the respective construct specifications given in (Andrews et al. 2003; Green et al. forthcoming) and (BPML.org and OMG 2006) in order to elicit whether the BPMN construct that was found to have a mapping to the respective BWW construct in fact complies with the specification of the BPEL4WS construct to which the representation model suggests it should map. Therefore, we are able to evaluate the mapping potential between BPMN and BPEL4WS on a construct level.

**Representational capability of BPMN and BPEL4WS**

In order to achieve the three sets of results outlined earlier, a representation analysis of BPMN and BPEL4WS was performed. A summary of this analysis is presented in Table 1, whereas the full details of the analysis have been published in (Recker et al. 2006) and (Green et al. forthcoming), respectively, with the former study also providing empirical validation of a set of propositions based on the BPMN analysis. BPMN and BPEL4WS are used at different abstraction levels, hence it is not surprising that the analyses of the two techniques do not yield the same results. However, if one is to map to the other, there still must be some commonality in terms of representation of their constructs. In particular, any representation present in one technique but not in the other would indicate a potential problem in terms of automatic mapping between the two.

**Maximal ontological completeness**

Maximal ontological completeness is indicated by the extent of coverage of the representation model constructs by the modeling language. If a representation theory construct does not have a mapping to a language construct, then the ability of the modeling language to represent some part of the real world relevant to information systems analysis and design is limited. Assuming that a user wants to employ BPMN and BPEL4WS in combination, as is stipulated by the specifications, we were motivated to identify whether the capability of these two languages used together to model real-world scenarios is limited by their actual level of maximal ontological completeness. In other words, representation model constructs that neither BPMN nor BPEL4WS were found to map to indicate the potential situations that the two languages are not able to model, even when used together for increased modeling capability. Here we identify such missing representation model constructs and posit about their potential ramifications. For a summary, please refer to the first row in Table 2.

Focusing on the things including types and properties of things cluster, visual inspection of Table 1 shows that both BPMN and BPEL4WS lack capacity for representing certain types of properties of things, namely property in particular, hereditary, intrinsic, and non-binding mutual, as indicated by a “-” in Table 1 for these representation model constructs. Weber (1997, p. 34) points out that real-world things are perceived and described via their properties. In the area of process modeling, consequently, a lack of representation for properties results in a lack of means for modelers to comprehensively describe relevant entities or participants in their process models.
Similarly, both BPMN and BPEL4WS do not have mappings for constructs in the *states assumed by things* cluster, with the exception of BPEL4WS’s loose representation for *state*. In this regard, Weber (1997, p. 37) notes that states capture the values of the attributes of a thing. During its lifecycle, that thing/entity traverses multiple states. In the arena of process modeling, a lack of means for describing states results in a lack of support for business rule definitions (for empirical support for this proposition refer, for example, to (Davies et al. 2004; Recker et al. 2006)). This undesirable situation results in a need for complementary techniques with which to specify business rules, orthogonal to the use of BPMN and BPEL4WS, *e.g.*, with the use of business rule engines or state diagrams.

<table>
<thead>
<tr>
<th><em>BWW Construct</em></th>
<th><em>Cluster</em></th>
<th><em>BPMN</em></th>
<th><em>BPEL4WS</em></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>THING</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PROPERTY</strong></td>
<td>in general</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>in particular</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>hereditary</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>emergent</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>intrinsic</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>non-binding</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>CLASS</strong></td>
<td>Attributes of Pools, Attributes of Lanes</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>KIND</strong></td>
<td>Lane, Data Object</td>
<td>Name</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>STATE</strong></td>
<td></td>
<td>-</td>
<td>Set of variables</td>
</tr>
<tr>
<td><strong>STATE SPACE</strong></td>
<td></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>CONCEIVABLE</strong></td>
<td></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>LAWFUL STATE SPACE</strong></td>
<td></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>STABLE STATE</strong></td>
<td></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>UNSTABLE STATE</strong></td>
<td></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>HISTORY</strong></td>
<td></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>EVENT</strong></td>
<td></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>CONCEIVABLE</strong></td>
<td>Start Event, Intermediate Event, End Event, Message, Timer, Error, Cancel, Compensation, Terminate</td>
<td>Create Instance (on Activity), Wait</td>
<td></td>
</tr>
<tr>
<td><strong>LAWFUL EVENT SPACE</strong></td>
<td></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>EXTERNAL EVENT</strong></td>
<td></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>INTERNAL EVENT</strong></td>
<td></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>WELL-DEFINED EVENT</strong></td>
<td></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>POORLY DEFINED EVENT</strong></td>
<td></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>TRANSFORMATION</strong></td>
<td></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>LAWFUL TRANSFORMATION</strong></td>
<td>Start Event, Intermediate Event, End Event, Message, Timer, Error, Cancel, Compensation</td>
<td>Message</td>
<td></td>
</tr>
<tr>
<td>stability condition</td>
<td>Start Event, Intermediate Event, End Event, Message, Timer, Error, Cancel, Compensation</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>corrective action</td>
<td>Start Event, Intermediate Event, End Event, Message, Timer, Error, Cancel, Compensation, Terminate</td>
<td>Create Instance (on Activity)</td>
<td></td>
</tr>
<tr>
<td><strong>ACTS ON</strong></td>
<td></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>COUPLING</strong></td>
<td></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>SYSTEM</strong></td>
<td>Pool, Lane</td>
<td>Message Flow</td>
<td>Business Process Instance</td>
</tr>
<tr>
<td><strong>SYSTEM COMPOSITION</strong></td>
<td>Pool, Lane</td>
<td>Message Flow</td>
<td>Partners</td>
</tr>
<tr>
<td><strong>SYSTEM ENVIRONMENT</strong></td>
<td>Pool, Lane</td>
<td>Message Flow</td>
<td>-</td>
</tr>
<tr>
<td><strong>SYSTEM STRUCTURE</strong></td>
<td>Pool, Lane</td>
<td>Message Flow</td>
<td>Partners</td>
</tr>
<tr>
<td><strong>SUBSYSTEM</strong></td>
<td>Pool, Lane</td>
<td>Message Flow</td>
<td>-</td>
</tr>
<tr>
<td><strong>SYSTEM DECOMPOSITION</strong></td>
<td>Pool, Lane</td>
<td>Message Flow</td>
<td>-</td>
</tr>
<tr>
<td><strong>LEVEL STRUCTURE</strong></td>
<td>Pool, Lane</td>
<td>Message Flow</td>
<td>-</td>
</tr>
</tbody>
</table>
In the cluster of events and transformations occurring on things, the combination of BPMN and BPEL4WS is able to model all representation theory constructs apart from capturing conceivable and lawful event spaces (see Table 1). Events are state changes in a thing (Weber 1997, p. 41). Accordingly, an event space denotes the set of all events that may occur upon a thing. Therefore, a lawful event space relates to all business rules over states that process entities may move to over time. In process modeling, a lack of means for describing conceivable and lawful event spaces results in modelers being unable to capture which events potentially could occur and affect a business process, and which events may occur but should not be allowed to occur. Such information, however, could be vital to data recovery in exception handling or compensation processes.

Constructs mapped to the systems structured around things cluster were found to have full representation by the combination of BPMN and BPEL4WS (see Table 1). This implies that, according to representation theory, there are no limitations in representing the structure or the environment of processes, if the two are used in combination for representation of processes.

Mapping BPMN to BPEL4WS: indications from theory

Based on the observation that different representational capabilities of languages result in a difference in the coverage of real-world scenarios, we argue that we can use Representation Theory to indicate constructs that are not able to be unambiguously, and thus automatically, translated. Our argumentation rests on the observation that, unlike human recipients, machines simply cannot accommodate ambiguity and/or equivocality (Weber 1997, p. 76). Such ambiguity would, however, indeed stem from a lack of support for a representation of a real-world phenomenon that was captured in the original model but which cannot be represented in an equivalent form in the target.

In order to systematically identify such cases, we proceed by first identifying modeling capabilities that exist in BPMN but not in BPEL4WS (thus indicating that a mapping may not be possible). We then progress to identifying the capabilities of BPEL4WS that do not appear to exist in BPMN. These scenarios give indications as to how BPMN models can be further annotated or extended in order to make a mapping to BPEL4WS work. Finally, we apply the earlier introduced principle of maximal ontological overlap in order to identify the representation constructs that should be able to be mapped from one language to the other, and we analyze whether this is indeed the case. The need for this particular investigation stems from the observation that while two languages may both contain constructs for the same representation theory construct, these language constructs may diverge in the particular type of representation theory construct it is mapped to (Green and Rosemann 2000).

We again approach these analyses on a cluster by cluster basis.

BPMN representations missing in BPEL4WS

Within the things including types and properties of things cluster, we observe from Table 1 that BPMN was found to have representations for the BWW model constructs of thing and kind, both of which are not featured in BPEL4WS. Consequently, this situation implies that while specific instances of an entity (thing), sets of entities (class), or subtypes of entities (kind), may be depicted in BPMN models, BPEL4WS specifications can only model sets of things but not specific instances. In this regard, Bodart et al. (2001) point out that the use of optionality that stems from a focus on classes, as opposed to instances or subtypes, may result in a superficial understanding of the specification. Moreover, object instances in a BPMN model (for example a specific organizational entity, a specific business partner or a specific application system) may need to be generalized to classes of instances, i.e., to a more aggregate level, in order to be represented in BPEL4WS.

In terms of the events and transformations occurring on things cluster, BPMN provides for the representation of the BWW construct corrective action that specifies how the values of a thing must be changed in order for it to reach a lawful state. While BPEL4WS provides representational capacity for expressing stability conditions that are required to evaluate if a set of activities should be executed, it is not able to specify the action itself, i.e., the state change required for such a lawful transformation. This potentially impacts the translation of BPMN models that contain exception handling and compensation activities (for example, escalation procedures or transaction roll-backs) that appear to be specified in BPEL4WS implicitly in workarounds or a composition of specification constructs rather than via direct representations.

Last, regarding the systems structured around things cluster, Table 1 indicates a surplus of representational capability in BPMN in comparison to BPEL4WS. In particular, BPEL4WS is missing the capacity to represent the environment of a system, its subsystems, the decomposition of a system, and its level structure. In consequence, demarcations of processes in inter-organizational collaboration scenarios, and different abstraction levels of processes and its entities may not be fully translatable to BPEL4WS specifications. One potential reason for this situation is the fact that BPEL4WS is an execution language that enacts one process from the perspective of one process stakeholder (or system) at a time. Thus, in execution, there is no need to structure a process or its entities into different levels. On the other hand, we foresee potential problems in explicitly defining sub-processes and their instantiation/invocation that may have been captured in a BPMN process model.

In summary, representations for thing, kind, corrective action, system environment, subsystem, system decomposition and level structure, which are supported by BPMN, do not appear to be clearly supported by BPEL4WS. Accordingly, we expect potential difficulties in mapping from these BPMN model representations to BPEL4WS (see row two of Table 2).
BPEL4WS representations missing in BPMN

With respect to the things including types and properties of things cluster, Table 1 shows that BPEL4WS is capable of representing emergent properties as well as attributes, i.e., it has means for naming properties we associate with things and also has specific representations for those properties that belong to composite things. Looking at a potential translation from BPMN to BPEL4WS, this indicates that general properties that may have been defined in BPMN models can more specifically be attributed in BPEL4WS. On the other hand, in order to do so, BPMN models would need to be further annotated with additional information. These annotations might in turn increase the complexity of the model and limit its intuitiveness, as well as resulting in a situation in which the model cannot be automatically translated due to human intervention required to interpret the (usually informally described) annotations.

Both BPMN and BPEL4WS are significantly deficient in representing states assumed by things, with BPMN being unable to do so. The BPEL4WS specification, however, indicates that a state can be represented by means of a set of variables. Yet, Green et al. (forthcoming) admit that there is no dedicated representation construct for representing a state in BPEL4WS. Not taking this into consideration, it appears that translation problems will not occur in this cluster, mainly due to a shared inability for modeling states assumed by things.

In terms of the systems structured around things cluster, Table 1 shows that BPEL4WS has capability to represent system structure while BPMN lacks capacity to do so. While this does not appear to be a problem when translating a BPMN model to BPEL4WS, it would indeed be a problem if a user were to capture a BPEL4WS process in BPMN, as they would find that they would not be able to explicitly specify the set of relationships that exist between entities modeled within a given process, as well as those modeled that are external to the process. The only way to allude to the existence of such a collection of relationships would be via modeling flow or messages to/from these individual entities – however, such a representation may not give the user the same ease of understanding of how all the entities are related.

In summary, based on the BWW analysis, BPMN does not appear to have constructs for emergent property, attributes, state, and system structure (see row two of Table 2), which are supported by BPEL4WS. Hence, there exist potential problems when generating BPMN models from BPEL4WS specifications that uses these representations.

Maximal ontological overlap

Last, in our overlap analysis we assess scenarios in which it was found that BPMN and BPEL4WS both exhibit the capability to represent a particular BWW representation model construct. In these cases we consult the specification of the language constructs in order to ascertain whether or not they share the same context within being able to represent a specific aspect of the real world. For the purposes of this paper, we limit the discussion to only selected examples for each Representation Theory cluster. Our motivation here is to exemplify some further areas of concern where an automatic mapping is meant to be possible in light of the theory employed. A complete discussion of all technique constructs would exceed the length limitations of this paper and is furthermore deemed unnecessary for making our argument.

Starting with the things including properties and types of things cluster, more in-depth analysis of the BPMN and BPEL4WS constructs shows that attributes of pools and lanes in BPMN are able to be mapped to names in BPEL4WS because they are defined as common attributes of swimlanes in BPMN. This situation is despite the fact that BPEL4WS does not have a specific representation for a thing, but rather classes of things. Classes of things/entities that have been depicted via the BPMN lane construct can semantically be mapped from BPMN to BPEL4WS in the case of depicting roles of those entities only, as BPMN’s Lane construct matches the BPEL4WS partner construct as per specification. BPMN’s Data Objects were not found to have a mapping from BPMN to BPEL in our analysis, and this fact is also indicated in the BPMN specification (BPMI.org and OMG 2006, p. 178).

While there are no common representations in the states assumed by things cluster, the events and transformations occurring on things cluster exhibits only two representation theory constructs that are not able to be captured by BPMN and BPEL4WS. All other remaining representation theory constructs in this cluster appear on the surface to have a mapping from BPMN to BPEL4WS. However, further examination of the BPMN and BPEL4WS specifications shows that mapping in these cases is still not clear, due to the varying levels of granularity at which these two languages opted to represent the constructs. For example, BPEL4WS has no consideration of the time dimension of events. Therefore, information about BPMN’s time-associated events (i.e., start event, intermediate event, end event) will be lost in translation to BPEL4WS. Furthermore, there is no general “event” construct in BPEL4WS. Therefore, if a BPMN user has chosen to model an event in BPMN by using the high level event construct (i.e., without using the specialized constructs in the extended set of BPMN) it will not be clear what type of BPEL4WS event it should map to. However, heading in the other direction, a specific BPEL4WS event can be mapped to the higher level BPMN event construct but with some loss of detail. Along similar lines, activities in BPMN are modeled rather in general, whereas they are specialized into different types of activities in BPEL4WS. Therefore, as in the case of translating BPMN events to BPEL4WS, there will be confusion over the type of BPEL4WS activity to which the BPMN model activity maps. This situation will require the user to bring to bear extra model knowledge in order to correctly translate the model and is not likely to be automated. Within the representation theory construct of transformation there also exists a problem if users want to translate BPMN’s sub-processes, as the BPEL4WS specification does not appear to have an equivalent representation for these types of transformations according to the BWW representation model. This fact is indeed confirmed by the BPMN specification, which states that “the mapping of a Sub-Process set to a Transaction is an Open Issue.”
Indulska et al. (BPMI.org and OMG 2006, p. 167). Several other instances of potential translation problems exist in this cluster. For example, while BPMN’s message construct can be mapped to BPEL4WS’s message construct, there is confusion over when it would map to the BPEL4WS reply construct instead (BPMI.org and OMG 2006, p. 189).

Last, in the systems structured around things cluster, both BPMN’s Pool and Lane constructs, from a system composition perspective, representation-wise should be able to map to BPEL4WS’ partners construct. However, according to the BPMN specification, the constructs of Pool and Lane do not yet have a mapping to BPEL4WS at all. Our theory, however, suggests that the demarcation of roles and responsibilities in a process scenario (captured via the BPMN Lane construct) is in BPEL4WS best captured with the Partners construct. This finding may serve as a suggestion for future mapping specification that specifically takes into account aspects of organizational structures related to process design and enactment.

In summary, according to the BWW representation analysis, confusion and potential problems will appear when attempting to translate into BPEL4WS BPMN models that use the Lane, Data Object, Sub-Process, Transaction and Pool constructs, as well as the event time dimension and general (rather than specific types of) activities. For a summary please refer to the last row of Table 2.

Conclusions, limitations, and future research

In this paper we presented a BWW representation model-based analysis of the level of modeling capability that should be expected by users who employ the combination of BPMN and BPEL4WS for their process modeling needs. Furthermore, we used the analysis results in order to identify areas of concern when mapping BPMN models to BPEL4WS executable processes. The main motivation for this work was the fact that existing transformation strategies tend to collapse when defining mappings for a general case, which in turn indicates a need to discover what type of representations are not present in either of the two techniques, as well as the types of representations that cannot be unambiguously mapped from BPMN to BPEL4WS.

Our study revealed a number of representational inconsistencies between BPMN and BPEL4WS that potentially impact a translation of process models from the former to the latter. Table 2 summarizes the main findings from our research.

<table>
<thead>
<tr>
<th>Table 2: Summary of overlap discussion</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Aspect of analysis</strong></td>
</tr>
<tr>
<td><strong>Maximum Ontological Completeness:</strong></td>
</tr>
<tr>
<td>Combined missing representations</td>
</tr>
<tr>
<td><strong>Overlap inconsistencies:</strong></td>
</tr>
<tr>
<td>Missing BPMN representations</td>
</tr>
<tr>
<td>Missing BPEL representations</td>
</tr>
<tr>
<td><strong>Construct Analysis:</strong></td>
</tr>
<tr>
<td>Potential overlap problems</td>
</tr>
</tbody>
</table>

In particular, our research has found that there are a number of representation theory constructs, *viz.*, conceivable state space, lawful state space, state law, stable state, unstable state, history, conceivable event space, lawful event space, as well as some property types, that BPMN and BPEL4WS, even when used in combination, are not able to model. Each of these deficiencies has associated ramifications in terms of the level of model expressiveness. Furthermore, our research was able to identify modeling capability that is provided by BPMN but not by BPEL4WS, implying that users would encounter difficulties in the mapping of such BPMN models to BPEL4WS processes. For example, BPMN is able to model instances of an entity, while BPEL4WS is only able to model classes of entities.
Also, we were able to identify representations in BPEL4WS that cannot be expressed in BPMN. These lacking representations may cause BPMN modelers to employ additional specification means, such as textual annotations or complementary techniques, which in effect limits both the intuitiveness of the model and the chance of defining an automatic mapping. We were furthermore able to identify representation constructs that are supported by both BPMN and BPEL4WS. This would imply that a mapping would be less problematic than in the case of BPEL4WS missing representational capability provided by BPMN. While this is the case in many respects, our overlap analysis shows that there exist cases in which the two languages have support for a certain representation construct; however, they represent the concept at different levels of granularity. For example, while BPMN has the capacity to model an activity, an activity in BPEL is specialized into fifteen different types of activities, with no general “activity” construct. Hence, even though the two languages can both represent activities, mapping of an activity from BPMN to BPEL4WS will not be automatic and will require a user to bring to bear extra model knowledge in order to classify the BPMN activity into the respective BPEL4WS activity type.

One of the limitations of this research is our reliance on previous evaluations of BPMN and BPEL4WS by means of the BWW representation model. These studies were conducted by our team a year apart. Accordingly, limitations relating to subjectivity of analyses over time may be present (for example, learning effect). Additionally, while we use an enriched methodology that aims to minimize subjective interpretation, subjectivity may still have some degree of impact on the analysis (Rosemann et al. 2004).

In future research, we will extend this analysis to cover each BPMN and BPEL4WS construct in more detail. We will also aim to gain access to practitioners who have had experience with mapping BPMN models to BPEL4WS processes, in order to empirically validate the proposed mapping shortcomings. Future research will also need to consider rigorous transformation algorithms forthcoming from the findings from our analysis that will enable the automatic mapping of the overlapping BPMN and BPEL4WS modeling constructs.
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