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I. Abstract

Logic programming presents us with a wonderful paradigm within which to develop reasoning systems. This paradigm is very expressive, has well understood mathematical properties, and is an area of intense international research. However, the research has not yet been adopted by the practitioner community. Current implementations center around rule-based systems, and object-oriented systems. Thus, the practitioner community is missing out on very powerful reasoning tools.

The semantics of logic programs is a very difficult, technical arena. The purpose of this paper is to disseminate this information in a very understandable format, in the hopes that technology transfer w.r.t. logic programming will begin to take place. Both, the synthesis and the simplicity of this presentation of the stable model languages is absent from the literature.

II. Introduction

The goal of an automated reasoning system is to perform inferences (that is, arrive at new information) that currently elude traditional software approaches, and that seem to exhibit some sort of intelligence. Typically we approach such an endeavor in an application specific manner. That is, in trying to solve a specific problem, we limit ourselves to the domain of that specific problem. The idea of a single reasoning agent being able to reason in all domains seems impossible. Even laying aside intractable problems (that is, those problems which are mathematically provable to be impossible w.r.t NP-completeness), the thought of having a semi-omniscient reasoning agent seems far-fetched. Yet, in the ideal, this is exactly the kind of agent we desire.

Our quest is to produce a machine much like the computer “HAL” in the movies “2001: A Space Odyssey”, and “2010: The Year We Make Contact”. The foundation upon which such a machine can be built is logic. Significant areas of reasoning based upon logic include knowledge representation, nonmonotonic reasoning (that is, jumping to reasonable conclusions), common sense reasoning (that is, systems that are not so brittle), and deductive databases (or intelligent databases.) In short, we face many problems, including: problems with computation time (that is, fast enough computers), problems with computation space (massive amounts of memory and massive amounts of storage), identifying the corpus of knowledge that such a system must posses, and identifying proper approaches to reasoning. Another way to express this last point is to say we desire systems that can reason in semantically correct ways.

Logic programming, and in particular the semantics of logic programs, is concerned with this very issue (of reasoning in correct ways). It concerns itself with the matter of “how do we reason about such a problem”? There are competing approaches to semantics within the logic programming community. Yet, by far, the most popular and most thoroughly researched semantics is the stable model semantics.

In this paper, an overview of five logic programming languages will be given. These languages belong to a family of languages that we herein refer to as the stable model languages. These five languages are not competing languages. Rather, these languages form a strict hierarchy of expressiveness and complexity. Each level of this hierarchy is more expressive than the previous level, each level completely subsumes the expressiveness of the previous level, and each level has a greater price to pay for such expressiveness in the form of increased computational complexity. For the sake of brevity and simplicity, we will avoid a plethora of definitions, technicalities, and hair-splitting issues, all of which are the subject of the author’s past work, work in progress, and planned work.
III. The Stable Model Languages

Overview

Figure 1 presents the hierarchy of stable model languages. The topmost part of the figure represents the highest, most expressive, and most complex level of the hierarchy. Conversely, the lowest part of the figure represents the lowest, least expressive, and least complex level of the hierarchy. Chronologically, the languages were developed from the bottom of the hierarchy up. Each level of the hierarchy completely subsumes the lower level. That which can be expressed at the lowest level, can be expressed in each of the higher levels, etc. Rule-based systems and Prolog slightly blur the boundaries, and perhaps belong to the class of programs at the deductive database level. (Some hair-splitting issues this paper avoids begin to arise here.)

Deductive Databases

The first and simplest semantics that we will discuss are deductive databases (Gelfond 92). A deductive database is a set of rules of the form:

\[ A_0 \leftarrow A_1, ..., A_n \]

where \( A_i \) are ground atoms. \( A_0 \) is called the head of the rule, and \( A_1, ..., A_n \) is called the body of the rule. \( n \geq 0 \) The \( A_i \) in the body of the rule are treated as a conjunction. A simple example of a deductive database would be the following:

\[
\text{smart\_student}(X) \leftarrow \text{merit\_scholar}(X), \text{currently\_enrolled}(X)
\]

which states that \( X \) is a smart student if \( X \) is a merit scholar, and if \( X \) is currently enrolled.

The semantics of deductive databases is demonstrated by figure 2. Those formula which are entailed by the program are true, and those which are not entailed by the program are false. Thus, deductive databases employ the closed world assumption (CWA). With respect to figure 2, the circle labeled true represents those facts that are explicitly listed in the database, or those additional facts which can be inferred from the database via the rules. Everything else is considered false.

Figure 2
CWA is appropriate in applications for which it is appropriate to assume that the reasoner has complete knowledge. (Actually, there may be missing information. However, all the instances of a relation must be present. Appealing to a comparison with database technology, all the tuples must be present, even if the columns are not fully defined.) Such an application would be an airline schedule. If we ask the reasoner if there is a 3:00 flight from Dallas to Chicago on Friday, the answer is easily determined. If there exists a record in the flight table for such a flight (equivalently, if the database entails such a formula), then the answer is yes (equivalently, true.) Otherwise, it is false that such a flight exists.

Monotonic Deductive Databases

In many applications, it is a very reasonable to assume CWA. However, for many areas of reasoning, use of CWA is quite limiting, and in fact may even produce incorrect results. That is, it is too harsh to say that something is false simply because we do not know it to be true. Imagine how one would feel if a relative was on an airplane that crashed. Upon asking if the relative was alive, the system responded with “no” simply because no information existed.

A monotonic deductive database (Gelfond 92) solves this problem by removing CWA, and by allowing a new operator, \( \neg \), to represent strong negation (Gelfond 92) (Gelfond, Lifschitz 91). Note that CWA is a “problem” only if it is inappropriate for the application at hand.

Rules in a monotonic deductive database are of the same form as deductive databases, except that the \( A_i \) are ground literals (Gelfond 92). This means that each \( A_i \) may or may not be preceded by the \( \neg \) operator. A formula (precisely, an atom) preceded by the \( \neg \) operator means that the fact is explicitly false. That is, a formula such as

\[ \neg \text{smart_student}(john) \]

means that it is absolutely false that John is a smart student. A more elaborate example of its use is the following:

\[ \neg \text{preferred_vendor}(X) \rightarrow \neg \text{vendor}(X), \text{past_due_account}(X) \]

which means that \( X \) is not a preferred vendor if \( X \) is a vendor, and \( X \) is past due on its account.

The semantics of monotonic deductive databases is illustrated by Figure 3. There are two crucial, noteworthy items of interest here. First, what was previously viewed as false (i.e., if it could not be proved, it was concluded to be false) has been partitioned into that which is provably false, and that which is unknown\(^1\). Another way of looking at this is that that which was unknown before was concluded to be false. That which is unknown now is genuinely recognized as unknown.

![Figure 3](monotonic_deductive_database.png)

The second crucial point is that at this level we can generate additional inferences. We have more bases upon which to make inferences. We can use true information to prove something to be false (as illustrated by the arc labeled “1”). We can use false information to prove something to be true (as illustrated by the arc labeled “2”). We can use any combination of true and false information to infer something true (or respectively, false).

\[ ^1 \text{Note that with this figure, and with all remaining figures, it would have been more correct to have an ellipse for true, and another ellipse for false. That which is false, is isomorphic with that which is true. For simplicity of understanding, these diagrams will emphasize that which is true. All statements and diagrams about that which is true apply equally to that which is false.} \]
Extended Logic Programs

Monotonic deductive databases acknowledge that there is a distinction between that which is unknown, versus that which is provably false. Far greater expressive power is gained by being able to reason about this distinction. That is, the power to reason is greatly enhanced by being able to explicitly reason about that which is unknown. Extended logic programs (Gelfond, Lifschitz 91) allow us to do this. A new connective not is introduced, which intuitively means that a literal is not believed. For example, not A(a) means that A(a) is not believed (equivalently, A(a) cannot be proved). On the other hand, not \( \neg A(a) \) means that \( \neg A(a) \) is not believed. The not operator is also called negation-as-failure. An example of this usage would be the following:

\[
\text{smart_student}(X) \leftarrow \text{merit_scholar}(X), \\
\text{currently_enrolled}(X), \\
\neg \text{on_academic_probation}(X)
\]

which states that \( X \) is a smart student if \( X \) is a merit scholar, \( X \) is currently enrolled, and \( X \) is not on academic probation.

Note that saying that it cannot be proved that \( X \) is on academic probation is much weaker (and more useful since much of life is unknown) than stating that it is definitively false that \( X \) is on academic probation. That is,

\[
\neg \text{on_academic_probation}(X)
\]

is a weaker statement than

\[
\neg \neg \text{on_academic_probation}(X).
\]

The semantics of extended logic programs are illustrated by figures 4 and 5. These semantics incorporate the semantics of the previous level of our hierarchy. That is, these semantics also distinguish between that which is unknown and that which is false, and these semantics allow the additional inferences possible by reasoning about both, true and provably false information.

Additionally, the semantics of extended logic programs allow us to reason explicitly about the fact that something is unknown (as illustrated by the \( \neg \text{on_academic_probation}(X) \) above.) The arcs labeled by “1” and “2” illustrate that new inferences can be made on the basis of unknown information. Arc “1” illustrates that true information can be inferred from unknown information. Arc “2” illustrates that provably false information can be inferred from unknown information. (Of course, positive inferences, and negative inferences can be made on the basis of any combination of positive information, negative information, or unknown information.)

Unfortunately, figure 4 represents only part of the story. Negation-as-failure (that is, use of the not operator) creates the possibility of having multiple belief sets. (That is, multiple models, or multiple ways of viewing the world.). For space considerations, let us refer to a future figure: consider figure 5 without the arcs. In figure 5, there are multiple (two) ellipses that are labeled “yes”. Each ellipse represents a model of the world. It is only the intersection of the ellipses that represent that which is true with respect to the program. (Similarly, but not shown by the figure, there are multiple areas that should be labeled "false". It is only the intersection of all those areas which represent that which is false with respect to the program.) All else is unknown. Multiple models represent some computational problems. For instance, circumstances could be such that a program may go into an infinite loop when computing these models. Therefore, a substantial amount of research is invested in identifying those classes of programs which are “safe”. Much work has been done to identify which programs have unique models. Much work has also been done to identify other classes of programs which pose no problem, even though they do have multiple models.
Disjunctive logic programs

Disjunction is the facility that allows us to represent the fact that we know that at least one of two possibilities is true, but that we do not know which one of the two is true. To represent disjunction, a new connective or is introduced (Gelfond, Lifschitz 91). This operator is called epistemic disjunction, and appears only in the heads of rules. A formula of the form

\[ A \text{ or } B \]

is interpreted to mean “A is believed to be true or B is believed to be true, but both are not true.” A disjunctive deductive database is a collection of rules of the form:

\[ L_0 \text{ or } ... \text{ or } L_k \text{ or } L_{k+1}, ..., L_m, \text{ not } L_{m+1}, ..., \text{ not } L_n \]

where \( L_i \) are literals (as before.)

Again, figure 5 without the arcs is representative of the semantics of disjunctive logic programs. While it appears that the semantics of disjunctive logic programs are the same as the semantics of extended logic programs, (Eiter, et al. 97) proves that there are problems that can be represented by disjunctive logic programs that cannot be represented by extended logic programs.

Epistemic Specifications

There is a major intuitive problem with the posture of requiring that all models must agree on the truth or falsity of a formula in order for that formula to be true or false. (Such is the case with extended logic programs, and with disjunctive logic programs.) For instance, there is a fundamental difference between claiming something is unknown because we have no earthly idea about it, and claiming something is unknown because the multiple models cannot agree on it. In the later case, we do have some idea about the formula in question, it is just that we do not have a unanimous consent about the formula.

Epistemic specifications (Gelfond 92) introduces modal operators to allow us to introspect among our belief sets. In particular, the modal operator \( M \) signifies that something may be true (that is, it is true in at least one belief set). The modal operator \( K \) signifies that something is known to be true (that is, it is true in all belief sets.) As illustrated in Figure 5 the arc labeled “1” indicates additional inferences that may be made by ascertaining that something is true in all belief sets. The arc labeled “2” indicates additional inferences that may be made by

\[ \text{broken_arm(John) or spained_arm(John)} \]

\[ \text{order(plaster) ~ M broken_arm(X)} \]

This example states that John has either a broken arm, or a sprained arm (but not both). Wanting to be prepared for any situation which may deplete our inventory, we wish to order medical supplies (i.e., plaster) to meet potential needs. This example has two belief sets: one in which \( \text{broken_arm(John)} \) is true, and the other in which \( \text{spained_arm(John)} \) is true. The 2nd rule states that if there is any belief set in which an individual has a broken arm, we want to order some plaster. This is achieved by the \( M \) modal operator. Therefore, there are two belief sets for this program: \{ broken_arm(John), order(plaster) \} and
Suppose we ask the query (or similarly, try to prove the goal)

\[ \text{employee}(\text{mary}, X, Y) \]

which asks whether or not \textit{mary} is an employee. Suppose that such a fact is not provable in our database. Interpreted as a deductive database, the answer would be \textit{no} (or \textit{false}). Interpreted as an extended logic program, the result would be \textit{unknown}. We could achieve the desired result in an extended logic program by applying CWA to the \textit{employee} relations. This would be done with the following rule:

\[
\neg \text{employee}(X, Y, Z) \rightarrow \neg \text{employee}(X, Y, Z)
\]

This rule means that if it is not believed that \textit{X} is an employee, then it is definitively false (by way of default reasoning) that \textit{X} is an employee. To implement a deductive database as an extended logic program, for each predicate, we would have to create a rule similar to the one above.

As an indication of the “state of the art” in research, the logic programming research community is currently enamored with disjunctive logic programs. Epistemic specifications possess far superior reasoning abilities. However, implementations of these languages are not yet efficient enough to be seriously considered for applications development at this time. Further, the deep properties of this language are not yet well understood.
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