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Abstract

Conceptual models are aimed at providing formal representations of a domain. They are mainly used for the purpose of understanding and communicating about requirements for information systems.

Conceptual modeling has acquired a large body of research dealing with the semantics of modeling constructs, with the goal to make models better vehicles for understanding and communication. However, it is commonly known that different people construct different models of a given domain although all may be similarly adequate. The premise of this paper is that variations in models reflect vagueness in the criteria for deciding how to map reality into modeling constructs. Exploring model variations as such can contribute to research that deals with the semantics of modeling constructs.

This paper reports an exploratory study in which empirically obtained model variations were qualitatively analyzed and classified into variation types. In light of the identified variation types, we analyzed two ontology-based modeling frameworks in order to evaluate their potential contribution to a reduction in variations. Our analysis suggests that such frameworks may contribute to more conclusive modeling decision making, thus reducing variations. However, since there is no complete consistency between the two frameworks, in order to reduce variations, a single framework should be systematically applied.
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Introduction

Conceptual modeling, defined as “the activity of formally describing some aspects of the physical and social world around us for purposes of understanding and communication” (Mylopoulos, 1992), is applied in the early phases of information systems analysis and design. A conceptual model reflects the real world independently of implementation technology and constraints (Topi and Ramesh, 2002). It has an important role in defining, analyzing, and communicating about the requirements for the system to be. Nevertheless, it is commonly known that, given the same domain, different people may construct different models.

The immediate way of addressing differences among models is by evaluating their quality, as has been done in a number of empirical studies (Agarwal and Sinha, 1996; Batra, 1993; Kim and March, 1995; Peleg and Dori, 2000). These studies identified types of modeling errors and discussed their possible sources. Note that the evaluation of the models in these studies was based on a comparison of the models to one predefined “correct” model produced by an expert. None of the studies presented information about whether all differences were considered to be errors.

Normally, however, even those models considered “correct” may vary from each other. A question that arises is what a “correct” model is. First, it should be syntactically correct. Besides syntax, the notion of correctness in conceptual models does not have a well established and accepted definition. In general, the notion of correctness follows whatever philosophical paradigm one adopts, as discussed, for example, in Hirschheim et al. (1995). We follow Schuette and Rotthowe (1998), who referred to construction adequacy (rather than correctness) as a situation where consensus about the represented problem can be achieved among the people involved (e.g., designer, user). Such consensus is a subjective measure, and can in many cases be established only by directly addressing the people involved (Schuette and Rotthowe, 1998). Relating to models where such consensus can be achieved, we term differences in the elements comprising the models (e.g., entities, relationships) or in their properties (e.g., multiplicity) as model variations.

Variations among adequately constructed models may seem harmless. Nevertheless, the importance of understanding these variations is threefold. First, conceptual models serve as a basis for understanding and communicating about a problem domain. Variations may lead to difficulties and faults in such communication. Second, conceptual models are often matched for purposes such as integration (e.g. Castano, et al., 1998; Rahm and Bernstein, 2001; Palopoli et al., 2003) or reuse (Soffer and Hadar, 2003; Soffer, 2005). Third, exploring the variations among models can contribute to understanding the modeling process, and particularly the decisions made about how to map the world into modeling constructs.

Model variations and the decisions they reflect have implicitly been addressed by a large body of conceptual modeling research. Theoretical studies address the semantics of particular constructs and provide frameworks to assign semantics to a set of constructs employed by various modeling grammars. Particular constructs being addressed are part-whole relationships (e.g. Barbier et al., 2001; Barbier et al., 2003; Opdahl et al., 2001; Saksena et al., 1998; Snoeck and Dedene, 2001; Storey, 1993), associations (e.g. (Bodart et al., 2001; Evermann, 2005b; Storey, 2005; Wand et al., 1999)), and classes
When addressing the semantics of a particular construct, guidelines are provided regarding how it can be used, and specifically what kind of real world phenomena can be expressed by which constructs. Comprehensive frameworks, such as ontologies, are aimed at providing a sound theoretical basis for conceptual modeling, including a set of constructs and the relationships among them. Such theoretical foundation is used for a variety of purposes, such as evaluating the expressive power of modeling grammars (Wand and Weber, 1993) and for analyzing specific modeling constructs and their representation of real world phenomena (e.g. Bodart et al., 2001; Opdahl, et al., 2001). In reviewing all this literature, it becomes clear that the issues investigated were motivated by difficulties and challenges raised by the researchers, not as a result of an empirical indication that such difficulties had been experienced in practice.

Empirical studies that can be related to model variations do not address variations in model creation tasks. Rather, they focus mainly on the understanding of already existing models, when different possible representation options of the domain may be considered. Specifically, such studies have investigated the implications of favoring one specific modeling construct over another. For example, Poels et al., (2005), Burton-Jones and Meso, (2002), Parsons and Cole (2004), and Shanks et al. (2005) evaluated the understanding of models, where the independent variable was the choice of a specific modeling construct to represent a real world phenomenon (where all choices are considered “correct,” or adequately structured).

However, while various aspects of model variations have been addressed separately, a broad understanding of this phenomenon has not yet been achieved. Model variations are a result of decisions made in the modeling process. These decisions, specifically, result in different people applying different ways of mapping domain phenomena into modeling constructs. A broad understanding should acknowledge difficulties incurred in modeling decisions and propose theory-based guidance to overcome such difficulties, facilitating the achievement of a higher uniformity of models.

This paper aims to take a step toward such understanding, and to this end, we address two research questions.

The first question, addressed empirically, is: Which modeling decisions may lead to model variations? Since this issue has not been extensively studied before, an exploratory study is required, to establish an understanding where no a priori hypotheses are made. Hence, we chose a qualitative research methodology in which we analyzed and classified variations among empirically obtained models. To increase external validity, we conducted the exploratory study in industry with the participation of experienced software developers.

The second research question relates to possible theory-based guidance for modeling decisions. Specifically, the guidance is needed for decisions where inconclusiveness is reflected in the empirically identified variation types. In particular, we sought guidance in the literature about the meaning and semantics of conceptual modeling constructs. Furthermore, we looked for a comprehensive framework that could potentially address a collection of modeling constructs rather than specific ones separately. This led us to the ontological interpretation of modeling constructs. Assuming that model variations reflect vagueness with respect to the semantics of modeling constructs, we expect that applying ontology-based modeling approaches will eliminate this vagueness and help in
the modeling decisions. Hence, the second research question we explored in view of the empirical findings (namely, a set of identified variation types) was: Can ontological frameworks provide guidance in modeling decisions where vagueness of criteria is reflected in model variations?

We addressed this question theoretically, by analyzing two different ontological frameworks and evaluating the ability of each to provide clear guidelines where variations were found to exist. We decided to investigate more than one framework so that our conclusions would be less dependent on the specific ontology chosen. The ontological frameworks analyzed were the framework suggested by Evermann and Wand (2001a, 2001b, 2004, 2005; Evermann, 2005a) and the framework by Guizzardi et al. (2002a, 2002b, 2004). Both of these frameworks address the same modeling grammar in a coherent manner rather than each construct separately. Note that we selected these two frameworks as an example for our analysis, but other ontological frameworks coherently addressing modeling grammars can be similarly analyzed.

The remainder of this paper is organized as follows: The next section provides a discussion of model variations and their possible sources. Then we describe the empirical study, and present its findings. Next we apply two existing ontology-based modeling approaches to the variation types found in the empirical study and evaluate the potential contribution of such approaches to the reduction of model variations. We finalize with a discussion of the findings and the conclusions drawn.

Model Variations and their Sources

Soffer and Hadar (2003) proposed a framework for understanding the sources of model variations when models are constructed for a given task and purpose. Variations among models generally appear to be due to the creative nature of the modeling activity, as well as to other factors such as the richness of the spoken language (Moriarty, 2000), and the ambiguities of modeling grammars. Figure 1, which is a modification of the model presented by Topi and Ramesh (2002), presents the factors that influence the model produced by an individual for a given purpose, and their interactions. The arrows in the figure denote affecting relationships. We briefly discuss these factors and their interactions.

![Figure 1. Factors that affect a conceptual model](image)

**Human**: Human factors that may influence the model include factors affecting an individual’s perception and interpretation of reality, professional experience, and perception of model quality (e.g., some perceive a very detailed model as being of high quality, while others prefer simplicity and conciseness). Perception of reality may be a result of various factors, such as an individual’s organizational role. These perceptions
may be expressed as different classifications of the domain entities into classes (Parsons, 1996) or the types of relations among them. Human factors also influence the selection and use of the modeling grammar through the modeling process and, consequently, the resulting model.

**Modeling grammar:** Different modeling grammars may incur different model variations due to differences in their expressive power and set of constructs involved. According to Wand and Weber (1993), expressive power means completeness (i.e., including all the constructs required for representing the domain) and clarity (i.e., without problems of construct redundancy, excess, and overload). Variations that stem from incompleteness of the grammar are due to the modelers' drive to “invent” their own solutions in order to capture more information about the real world in the model. Variations resulting from lack of clarity are caused by the fact that a single real-world phenomenon may be represented in several different ways or in an ambiguous manner.

Specific variations may occur when using modeling grammars that allow various levels of detail. In this case refinement decisions are usually made by the modeler, who applies individual judgment rather than precise rules.

**Modeling process:** The modeling process consists of two main phases: perceiving reality and representing it in a model. Variations can be sourced in both phases. Differences in the perception of the domain may be influenced by properties of the modelers as discussed above in relation to human factors.

The perceived reality should be mapped into modeling constructs. However, modeling grammars often employ constructs whose semantics are not precise, and they do not entail rules that conclusively define how to map real world phenomena into the modeling constructs. Hence, different mapping approaches may be taken. When modeling grammars that employ a number of views are used, different perspectives of the domain are mapped into constructs belonging to different views, and the modeling process may involve iterations among the views. The order in which these iterations are performed may also influence the mapping decisions (Shoval and Kabeli, 2001).

Once a modeling grammar is selected, the human factors that lead to potential variations are difficult to control. The modeling process is the controllable factor that can be addressed in order to reduce variations. If clear guidance to the modeling process is provided, and in particular, to the employment of the various modeling grammar constructs, variations may be reduced.

We illustrate this idea in Figure 2, which is a modified version of the model presented in Figure 1. It highlights the factors that can be controlled in order to reduce model variations. These factors are the modeling grammar, whose selection is made by the modeler (human) and determines potential variation types, and the modeling process. Control over the modeling process can be gained by applying clear modeling rules that we expect to significantly decrease the effect of human factors on the modeling process (hence, the respective arrow is dashed).

The focus of this paper is on model variations whose source is in the mapping of domain information to modeling constructs. We start by empirically exploring and categorizing model variations, and then theoretically analyzing them, specifically examining the possibility of modeling rules to reduce them.
Empirical Study

We designed the empirical part of this research to obtain different conceptual models of the same domain, constructed by different professional software developers. We compared the models and classified the variations among them into types. This section describes the research methodology and setting applied in the empirical study and the tasks given to the research participants. We will present the results obtained in the study, and in particular the variation types identified through the data analysis, in the next section.

Methodology and Setting

The objective of this exploratory study was to learn and understand which decisions are made during the representation of a domain in conceptual models. This can be achieved by focusing on model variations, and classifying them according to the type of decisions from which they stem.

When aiming to explore and understand a phenomenon and its different aspects, rather than statistically corroborating a hypothesis or a theory, it is appropriate to use a qualitative research approach (Bassey, 1999). In this research in particular, we used tools from the grounded theory approach (Strauss and Corbin, 1990, 1994), and we collected and analyzed data, accordingly. The empirical study was conducted with the participation of software developers employed in the software industry. The data collection was mainly based on conceptual models, created by the software developers participating in the study. In addition, we conducted individual interviews whenever the need for clarification of a written model arose. We aimed to gain an understanding of the line of thinking that led to the written model, and to examine whether a consensus could be established on whether the model was an adequate representation of the domain.

The empirical study included the following stages: (1) we gave the participants in the study a textual description of a problem domain (namely, the task), and asked them to create a conceptual model based on this description. The data collected included the written solutions (the conceptual models) created by the participants. (2) each of us separately conducted a preliminary screening of the models to evaluate the adequacy of each model. (3) we conducted follow-up interviews with modelers to further clarify modeling constructs that seemed unclear or inadequate, categorizing them as evidently
wrong (and hence, not including them in the final data) when both of us found them not adequate to the problem at hand and we could not reach consensus regarding the adequacy of the model (Schutte and Rotthowe, 1998), even after conducting a clarifying interview with the modeler. In general, the models that were ruled out suffered from either logical or syntactic errors. (4) we qualitatively analyzed the data by means of identifying and coding modeling constructs and iterative classifications of model variations (further elaboration of the data analysis process is presented later in this section). Here, too, each researcher conducted the coding process separately and only then discussed the categories, in order to achieve reliability of the analysis process. We included in the final analysis only those categories on which we achieved consensus. (5) we conducted a follow up study, replicating all stages of the original one, in order to validate the results and conclusions obtained in the first study and to identify additional variation types should they appear.

The modeling grammar applied for conceptual modeling in the study was UML Class Diagram, which we chose for several reasons. First, UML is well known and considered to be a de facto standard; hence, it was relatively easy to find experienced professionals who could participate in the study. Second, it had already acquired a body of theoretical research (e.g., Evermann and Wand, 2001, 2004, 2005; Guizzardi et al., 2002, 2004), which could be of help in understanding and explaining the empirical findings. Third, we particularly selected Class Diagram as a stand-alone view, since as a first exploration of the variation phenomenon, we wanted the setting to be minimal. The rationale was to reduce the complexity so we could concentrate on understanding variations that reflect the mapping decisions using one coherent set of constructs, and avoid decisions made for keeping integrity among views. Furthermore, construct analysis in the conceptual modeling literature often addresses the constructs of Class Diagrams by themselves rather than in the context of other views (e.g., Evermann, 2005a; Barbier et al., 2003).

We selected the participants in the study according to theoretical sampling principles (Strauss and Corbin, 1990), and considered two leading factors when deciding on the sample frame. One was to ensure that the subjects practice activities related to requirements analysis, where the problem domain is analyzed and possibly modeled. The other was to make sure that the subjects are accustomed to the application of modeling as part of their job, and particularly are familiar with UML Class Diagram notation. In parallel to defining the general research population, we wished to make sure that the specific participants chosen would vary from each other in other aspects, so that the sample would not be limited by properties not relevant to the phenomenon explored. For this aim, we conducted the two empirical studies in two different firms in the information technology (IT) industry, which differ in their line of business as is further elaborated below. In addition, we checked the following aspects of the participating candidates’ backgrounds: educational background, professional experience, and position in the organization (from team member to team leader to department manager). We made the final selection to ensure that the participants would represent a broad set of values with respect to these properties.

The participants in the primary empirical study were 15 software developers employed in industry, all from a company that develops information systems for production control. All the participants created and submitted conceptual models. However, after eliminating models that were found not adequate in the screening process, 11 of the 15 models were finally included in the data. The participants in the follow-up study were 14 software developers all from the same company, but different from the one in the original study.
This company develops software management and quality assurance tools for IT organizations. Here too, 11 models remained after the screening process. All participants had at least a first academic degree in computer science or software engineering (in the case of the second study – a few of the participants had obtained their degree in information systems) and professional experience of 2-12 years as software developers. Their current jobs include all phases of software development, from conceptual modeling and requirements analysis, to design, to programming and testing. Data analysis was based on concept analysis according to the inductive analysis approach (cf. (Seidman, 1991; Strauss and Corbin, 1990; Bogdan and Biklen, 1992)). In this analysis approach, categories emerge from the data and are validated and refined throughout the analysis process. For this study, we codified the variations among the obtained models for an initial categorization. The coding type applied for data analysis in this study was open coding (Strauss and Corbin, 1990), which involved breaking models down to basic model constructs (namely, classes and the relations between them), labeling each construct, comparing them, conceptualizing and, finally, categorizing model variations. The purpose of open coding analysis is to identify the emerging categories without further examination of the relationships between them. This purpose was consistent with our research objective (identifying model variation types); hence, we found open coding to be the most appropriate tool for analysis. During the iterative data analysis process, we achieved category saturation after analyzing six different models, and we found analysis of the additional five models to be consistent with the categories already identified and characterized. We then generalized this categorization into the classification presented in the following section, and re-validated against the empirical findings.

After completing the analysis of the results, we conducted the follow-up study replicating all stages of the original one. The second study took place in a different industrial environment with new participants, and a different narrative was given to the participants as the basis for conceptual modeling. These changes were made to ensure that none of the variation types identified originated from the specific characteristics of the case. Analysis of the results of the second study validated the categories and their saturation as identified in the first study. All categories identified in the original study were found in the follow-up study as well, and no new categories emerged. Since saturation had been achieved, we did not collect after the completion of the second study.

The Tasks

The task in each study was to construct a conceptual model for the purpose of understanding the problem domain, based on a given textual narrative, using UML Class Diagram. In order to avoid design considerations, the modelers were instructed not to include methods in the models. The participants in the primary study received the following textual description of a university course registration problem domain:

A university wishes to automate its course registration procedure. The procedure is now handled as follows: For each course several course groups (also termed course offerings or sections) are available to the students. Each course group involves different lecture and lab hours, and at times, different lecturers. Students decide which courses and course groups they wish to register for, fill in a registration form and submit it to the department secretary, who manually adds the students to the relevant course groups. The planned system will enable the students to register without the secretary's involvement.
The follow-up study entailed the problem domain of a brokerage firm. The participants received the following textual description of the problem domain:

A brokerage firm wishes to automate the clientele and stock-trade management processes applied in the business. Currently, these processes are handled as follows: The broker interacts with the stock exchange market in order to buy and sell stocks. The broker maintains a portfolio, which includes all stock holdings managed at any given moment. Clients' details are managed as well. Each client's account is managed separately, including all the stocks the client owns at a given point of time. The broker creates reports for the convenience of the clients. These reports include general stock exchange information and detailed trading activity reports. There are also defined collections of reports, where each collection provides a view of the portfolio. A client can subscribe and unsubscribe to any number of such views. However, detailed reports will include only information with regard to his/her own account.

Empirical Findings

The variations among the models produced in the study were explored and finally categorized to seven variation types. In this section the identified variation types are presented and demonstrated by using typical examples taken from the empirical data. Note that for the sake of brevity the examples presented in this paper are small and simple, focusing on demonstrating the variation types.

In addition, we present explanations based on the clarifying interviews with the modelers, as possible insights into considerations that lead to the variation types identified.

Abstract entities – Modelers may or may not use abstract entities, as illustrated in Figure 3. The User class in Figure 3 is abstract, i.e., it has no instances besides the instances of its specializations. In the primary study eight of the 11 models included the User abstract class, while three did not. Abstract entities, when used, can take various forms and sizes of inheritance hierarchies, which again increase variations. Some of the modelers used an abstract class as a generalization for any entity that is potentially a user in the system, while others modeled Professor and Student separately.

![Figure 3. Abstract entities: example](image-url)

We observed a similar example in the follow-up study, where in addition to an abstract User class (specialized to Customer and Broker), modelers defined an abstract Account class whose specializations are Customer Account and Broker Account. Note that there was nothing in the textual descriptions of the problem domains to suggest the inclusion of abstract classes.
**Entity naming** – The spoken language allows the modeler many choices of possible names. This is a common and well-recognized phenomenon (Moriarty, 2000), and was found in the present study as well. For example, the class named *User* in our previous example (Figure 3) was named *Person* by two of the modelers. These two words, although different in their semantics, hold a similar role in the models.

Variations of this type are common since there are no defined, standard, globally accepted ontologies that conclusively name domain entities. However, although different naming may influence communication and reuse application, this variation type does not affect the structure of the model as does the selection of modeling constructs. The focus of this paper is on variation types whose source is in the mapping of domain information to modeling constructs. The essence of the entity naming variation type is terminology rather than modeling construct decision. Hence, we view this variation type as being beyond the scope of this paper and it will not be investigated further here.

**Class modeling decisions** – These relate to the question of what elements of the real world should be modeled as classes. This issue has been addressed in general by classification theories (e.g., Lakoff, 1987), and in the context of information systems and conceptual modeling (e.g., Parsons, 1996). It has been suggested that the designation of things in the world into classes is not absolute, and may depend on culture as well as on the individual properties of the observer (modeler). In the context of this study, a modeler may face the decision of whether to classify a specific element as a class or as an association between classes. For example, in Figure 4(a) the modeler presents a Registration Form class. Figure 4(b) shows the relationship between a Student and a Course Group, where the Registration Form does not appear. Rather, the student is related to Course Group, as is the persistent situation after registration has been completed. In the primary study, three models presented Registration Form as a class, while eight models included a direct association between Student and Course Group. One participant explained that he did not included Registration Form as a class because it is a temporary thing, whose life-time is short and its essence is to create the connection between a Student and a Course Group.

A similar example observed in the follow-up study concerned View (collection of reports), which was sometimes modeled as a class associated to Customer and to Report, and sometimes not explicitly represented in the model, but conceptualized as an association between Customer and Report.
**Association between classes** – In some cases, while the existence of a relation between classes is clear, the essence of this relation is not. We found this phenomenon in cases where an aggregation or composition relation could be appropriate. For example, participants expressed the relationship between Course and Course Group classes in three different ways, as presented in Figure 5. Interestingly, the three different options appeared in similar frequencies in the data (four modeled as Composition, four as Association, and three as Aggregation). There appeared to be no solid preference for any of the association types. It seems that the modelers did not find an explicit rule to differentiate the three types of relationship. In the follow-up study, modelers also used these three relationship types (Association, Aggregation, and Composition) to express the relationship between Stock and Portfolio.

![Figure 5. Different relationships between Course and Course Group Classes](image)

Another phenomenon, related to the definition of relations between classes, appeared in the definition of the relation between Student and Course Group (Figure 6).

![Figure 6. Different associations between Student and Course Group Classes](image)

Here, none of the modelers thought that a Composition was in place. However, while seven of the modelers used Aggregation between Course Group and Student, four of the modelers defined an Association between them. Moreover, the modelers who presented the Aggregation relationship were divided into two similar-size groups. Four modelers presented Course Group as the whole containing the Students, while three presented the opposite whole-part direction; namely, the Student is the whole containing Course Group. In the follow-up study, we observed such inconclusiveness in the relationship between Report and View, which was modeled both as Association and as Aggregation, where Report was addressed as part of a View and vice versa.
In both tasks, this kind of inconsistency was observed only in many-to-many relationships (namely, when perceived as Aggregation, they possessed the property of shareability\(^2\)). In this case, modelers indicated that it was more difficult to distinguish between Association and Aggregation relationships. In addition, once modelers decided on an Aggregation relationship, the many-to-many association made it difficult for them to decide which was the whole and which was the part in that relationship. In the first study, interviewed modelers mentioned the expression "has a" that was commonly used for defining Aggregation relationships. Apparently, while a Course Group "has a" Student from one perspective, it is also possible to say that a Student "has a" Course Group or a Course, from another perspective (e.g., the perspective of courses the student acquires throughout the academic path). It seems that the use of the "has a" expression in the context of Aggregation may be confusing.

Another possible cause for confusion between Aggregation and Association (but not Composition and Association) was the ability of the part to exist independently from the whole. As discussed by Barbier et al. (2001, 2003), there are nine possible cases of lifetime overlapping between a part and a whole. A clear lifetime dependency is easily perceived as related to a whole-part relationship, while independence may blur the nature of the relationship.

*Relation of whole-part classes with other classes* – In this case two classes have a whole-part relationship, and a "third party" class needs to be related to them. In such cases, it is not always clear to which of these classes, the part or the whole, the third party class should be related. Figure 7 presents an example of this variation type.

![Diagram](a) Third party class associated to part (b) Third party associated to whole

**Figure 7. Composite with a third party: example**

Of the 11 models in the primary study, nine included the structure of Figure 7a and four included the structure of Figure 7b. Note that two models included both a relation of the Student with the whole (Course) and with the part (Course Group). Modelers who chose this conceptualization explained that while a student is part of a course group, a student is a part of a course as well. In fact, since the relation addressed here is Aggregation, modelers indicated that the transitivity of whole-part relationships contributed to this confusion. In such cases, modelers may feel it is not important whether the third party entity relates to the whole or to the part. In the case of Association, transitivity does not

\(^2\) Shareability is the ability of a part to be shared by several different wholes.
play a role, however this type of confusion may still be observed. For example, in the follow-up study, this variation type appeared regarding an Association of a Broker either with Stock (part) or with Portfolio (whole).

In the above discussion, we presented the model variation types as emerged from our empirical data analysis. Table 1 summarizes the structural variation types identified in the empirical study and their characterization.

### Table 1. Classification of Structural Variation Types

<table>
<thead>
<tr>
<th>Variation type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abstract Classes</td>
<td>Generalized classes that have no instance of their own. May or may not be modeled.</td>
</tr>
<tr>
<td>Association vs. Aggregation</td>
<td>Representation of the relation between two classes either as an Association or as an Aggregation.</td>
</tr>
<tr>
<td>Aggregation vs. Composition</td>
<td>Representation of the relation between two classes either as an Aggregation or as a Composition.</td>
</tr>
<tr>
<td>Directionality of Aggregation</td>
<td>Using different directions in an Aggregation.</td>
</tr>
<tr>
<td>Class vs. Association</td>
<td>Addressing a model element either as a class or as an association.</td>
</tr>
<tr>
<td>Association with Classes that have whole-part relationship</td>
<td>Associating the third party either to the whole or to the part class.</td>
</tr>
</tbody>
</table>

### Examining the Potential Contribution of Ontology-Based Frameworks for Reducing Model Variations

In this section we relate to two theoretically-based frameworks that provide guidance when applying UML Class Diagrams for conceptual modeling. One framework was suggested by Evermann and Wand (2001a, 2001b, 2004, 2005) and the other by Guizzardi et al. (2002a, 2002b, 2004). We selected these two frameworks because both address UML Class Diagram in a coherent manner rather than each construct separately. We shall briefly introduce these frameworks and then evaluate their potential contribution for overcoming the variation types identified in the empirical study. Note that the aim here is not to evaluate or criticize any of these approaches. Rather, it is to examine their potential usefulness in reducing model variations, and to check whether clear modeling rules can overcome variations of all the observed types. Alternatively, types of variations might be found that are inherent in the nature of the modeling activity and cannot be eliminated by applying such an approach.

To clarify this aim, we briefly discuss different possible ways to perceive the essence of a conceptual model. Ontological frameworks may play different roles in the context of such different perceptions.

First, a conceptual model may be perceived as a faithful representation of the world. Epistemologically, this is a realist position, assuming that an objective reality exists.

---

3 We relate to structural variation types, which are variations that stem from modeling construct decisions. Particularly, the entity naming variation type is not considered as structural, hence is not included in this table.
Taking a realist position, only a single conceptual model is acceptable as a representation of the world, and variations (which are not mistakes) cannot exist (Hirschheim et al., 1995). Using an ontological framework to achieve a single deterministic representation is logical, provided one believes the ontology being used accurately depicts reality. Hence, a person taking a realist position would not explore the possible use of different ontological frameworks, but would choose the one “truthful” ontology.

Second, a conceptual model may be viewed as a representation of how the world is perceived by an individual or a group of individuals. Epistemologically, this is a relativist position, assuming reality cannot be defined in “objective” terms, and is what a community says it is (Casti, 1989). Taking a relativist position, different representations of the world may exist, each reflecting the perception of the individual constructing the representation. A representation, once agreed upon through communication, may become shared by a group of individuals or a community. The use of an ontological modeling framework may seem to be contradictory to the relativist position, as an ontology is presumed to represent “what is in the world”, i.e., assumption of an objective reality. Indeed, the use of ontologies as a basis for conceptual modeling has been criticized on these grounds (e.g., Wyssusek and Klaus, 2005). Nevertheless, while taking a relativist position, an ontological framework can still be applied for pragmatic reasons. In this case, we recognize potential difficulties that can be caused by model variations, and propose to use an ontological framework to overcome these difficulties based on semantics assigned to modeling constructs. Since a relativist position does not relate to an objective reality, different ontological frameworks can be applied without being judged on how truthfully they represent the world. They are examined here from the pragmatic perspective, namely their potential effectiveness in reducing model variations.

The Theoretical Frameworks

The Evermann and Wand Framework

The Evermann and Wand framework (2001a, 2001b, 2004, 2005) is based on Bunge’s ontology (1977, 1979), as adapted for information systems modeling. Bunge’s ontology relies on the philosophical foundations of Aristotle, Aquinas, Descartes and others, and presents a set of high-level, abstract constructs that are intended to be a means of representing all real-world phenomena. Evermann and Wand follow the notion of ontological expressiveness (Wand and Weber, 1993). Their fundamental premise is that in order to fully represent the world in a conceptual model, an ontological meaning should be assigned to the modeling constructs. The use of constructs without distinct ontological meaning may lead to an ontologically meaningless or ambiguous model, or to multiple model representations of the world. Their work analyzes the constructs of UML Class diagrams, State Charts, Collaboration, and Sequence diagrams, and provides rules that are intended to assure a distinct ontological meaning of these constructs. The rules include representation rules that define a mapping from the ontological constructs to the modeling constructs, and interpretation rules that map in the other direction – from UML constructs to the ontological constructs. According to Evermann (2005a), in multi-view languages such as UML, intra-diagram as well as inter-diagram modeling rules can be defined; the latter ensure the mutual integrity of different modeling perspectives (e.g., Class Diagram and State Charts (Evermann and Wand,
This paper relates only to a single view (Class Diagram); hence, the analysis relates to the intra-diagram rules addressing the constructs of Class Diagrams.

The Guizzardi et al. Framework

The Guizzardi et al. framework, similarly to Evermann and Wand, is ontology-based, and follows the notion of ontological expressiveness. The ontology underlying their work is the upper-level ontology of the General Ontological Language (GOL) (Degen et al., 2001), recently developed as a collaborative project involving philosophers, linguists and other cognitive scientists, as well as computer and information scientists. Guizzardi et al., in a series of works (2002a, 2002b, 2004), assign an ontological meaning to UML Class Diagram constructs, evaluate their expressive power, and suggest extensions to UML intended to increase its expressive power. While the analysis is ontology-based, it is also based on cognitive and linguistic theories. Unlike Evermann and Wand, who provide explicit rules for applying the UML constructs in an ontologically-meaningful way, Guizzardi et al. discuss and interpret the constructs, but do not provide explicit modeling rules in most cases. Here, we use these interpretations as potential modeling guidelines to be applied, and analyze their possible effect on the variation types found in the empirical study.

Applying the Theoretical Frameworks to the Identified Variation Types

In the following, we examine the variation types identified in the empirical study in terms of the two theoretical frameworks, and seek conclusive guidance that, when applied, would potentially eliminate variations of this type.

Abstract classes: This variation type is a result of a modeler’s decision to generalize two or more classes into an abstract class, which has no instances of its own (other than the instances of its specialization classes). Both Guizzardi et al. and Evermann and Wand agree that an abstract class has no ontological meaning; that is, it is not something that exists in the real world where classes have instances. Hence, it should not be used in conceptual modeling. It can be concluded that applying each of the frameworks as guidance would eliminate this variation type.

Association vs. Aggregation: This variation type is a result of an unclear perception of what a whole-part relationship is, especially observed when the multiplicity of the relationship is many-to-many. A many-to-many multiplicity may generally exist in various types of associations. In particular, it may exist in a whole-part relationship where the parts can be shared among different wholes, namely, Aggregation.

According to Evermann and Wand, Aggregation forms a Composite thing, which must possess at least one emergent property that is not possessed by its parts but is related to them. For example, the number of registered students is an emergent property of a Course Group, in relation to its parts (Students) but not possessed by them. Applying this rule would lead to a distinction between Aggregation, where at least one emergent property (class attribute) exists in one class (the whole), and Association, where no emergent properties exist.

Guizzardi et al. disagree with this distinction and state that whole-part is the essence of structure, and should be perceived even if no emergent attribute is identified. Their claim is that the fact that an emergent attribute is not modeled does not mean that essentially
there is no emergent property in the composite. While not arguing with this claim, we find it unhelpful in resolving this variation type. Nevertheless, some guidance is given by Guizzardi et al., through a discussion of transitivity that is usually associated with a part-whole relationship. For example, considering the transitivity of Aggregation relations would have helped our modelers who decided on the direction of Aggregation between Course Group and Student. Applying transitivity to the relation when it is specified in the “opposite” direction (Course Group is part of Student) shows that in the given context this direction is inappropriate. The same modelers also modeled Professor as a part of Course Group. Hence, applying transitivity in this case results in the conclusion that Professor is a part of Student, clearly an illogical conclusion. Addressing transitivity for this decision would lead to the conclusion that Student must be part of Course Group rather than the other way around.

However, the transitivity property is not always relevant to the problem domain. Neither does it provide conclusive decision rules, but rather indications. Guizzardi et al., as opposed to other researchers (e.g., Opdahl et al., 2001; Saksena et al., 1998), claim that transitivity does not always hold in part-whole relations. They suggest that in order to be meaningful and maintain transitivity, part-whole relations should be defined with respect to a context. A context sets the boundaries of the domain of interest, usually in terms of a granularity level. For example, a brain is a part of a person in the context of the human body, and a researcher (who is a person) is part of a research group in the context of a research organization. Due to the different contexts, it cannot be said that a brain is part of a research group.

Based on the above, transitivity can sometimes help in deciding whether to use Aggregation or Association, but this help is limited.

**Aggregation vs. Composition:** This variation type is common in whole-part relationships where the whole is not mandatory for the existence of the part. In such cases the part can exist without being in the composite (e.g., an engine and a car). According to Guizzardi et al., if the part cannot be shared among different wholes (e.g., an engine cannot be part of more than one car simultaneously), the relation should be modeled as Composition. This is a clear distinction that can be applied and eliminate variations of this type. Evermann and Wand claim that there is no ontological meaning to Composition, since the ontological concept of composite is a thing that is composed of other things that have their own existence. Hence, they suggest to avoid using Composition in conceptual modeling. Here, again, the guidance is clear, although different from that of Guizzardi et al. We will further elaborate in the discussion.

**Directionality of Aggregation:** This variation type involves assigning different roles to the classes participating in an Aggregation (some modelers perceive an instance of class A as being the whole whose part is an instance of class B, and others model the relationship in the opposite direction: A is part of B). This variation type did not occur with respect to Composition. As discussed previously, a possible source of this variation type is a confusion caused by the common use of the “has a” terminology. Both theoretical frameworks, while not addressing this issue directly, relate to ontologies that represent real world structures. Emphasizing structure and matter in the real world during the modeling process, the modelers will be asking themselves whether A is a part of B, or whether B is composed of A, rather than practicing “A has a B” or “B has an A.” Dealing with structural questions, such variations are not expected to occur. For
example, the phrase “student has a course” sounds reasonable, while “course is part of student” does not.

**Association vs. Class:** This variation type is a result of the lack of a conclusive definition regarding what should and should not be modeled as a Class. In particular, the question arises when the modeled entity is not a concrete substance and is related to the interaction between two or more other entities. In such cases, the question is whether this should be modeled as a Class or as an Association.

Evermann and Wand determine that relations between things should be seen as *mutual properties* (e.g., "a person works for a company" is a mutual property of the person and the company. It is meaningless with respect to person alone or to company alone). Since properties cannot have properties of their own, they should be modeled as Associations and not as Classes. Evermann and Wand suggest representing bundles of mutual properties that relate to a single event (e.g., a purchase order) by an Association Class. They provide a set of rules to restrict the use of Association Classes and to assure that this construct is *not* confused with an “ordinary” Class which has “real” instances.

Guizzardi et al. are somewhat ambiguous with regard to this issue. According to their framework, classes represent the ontological concept of a *universal* (unit of structure), where universals can be *substance* universals but can also be *relational* universals (whose instances are relations between individuals). However, the criteria for determining whether such a universal should be modeled as a Class or as an Association are not clear. They discuss the possibility of a relational universal to have attributes and characterize situations where this can be true. Nevertheless, the guidance provided is not conclusive as to which relational universals should be modeled as Classes and which as Associations.

**Association with Classes that have a Part-Whole relation between them:** This variation type occurs when a “third party” Class is related to a Composite/Aggregate. The modeler faces the question of whether the Association is with the whole or with the part. Although Evermann and Wand do not explicitly address this issue, their rule with respect to Composites implies that if the relation is an emergent property of the whole (mutual with the third party), then the Association is with the whole. Otherwise, it is with the part. Guizzardi et al. do not provide guidance for this issue.

We present a summary of the findings described in this section in Table 2. The table summarizes the way each approach may contribute to the reduction of each variation type, as discussed above. It is apparent that variations of all types can be reduced by applying some kind of ontology-based modeling framework, although different frameworks may result in a reduction in variations of different types and to a different degree.

**Discussion**

This research aims to achieve a broad view of the model variation phenomenon as a reflection of modeling decision making. It empirically explores variation types as indicators of decision inconclusiveness, and seeks guidance in existing theoretical frameworks.
Table 2. Summary of Findings

<table>
<thead>
<tr>
<th>Variation type</th>
<th>Evermann and Wand</th>
<th>Guizzardi et al.</th>
<th>Consistency of approaches</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abstract classes</td>
<td>Conclusive rule</td>
<td>Conclusive rule</td>
<td>Identical</td>
</tr>
<tr>
<td>Association vs. Aggregation</td>
<td>Conclusive rule</td>
<td>Partial guidance</td>
<td>Different, but not contradicting</td>
</tr>
<tr>
<td>Aggregation vs. Composition</td>
<td>Conclusive rule</td>
<td>Conclusive rule</td>
<td>Contradicting</td>
</tr>
<tr>
<td>Directionality of Aggregation</td>
<td>Implicit guidance</td>
<td>Implicit guidance</td>
<td>Identical</td>
</tr>
<tr>
<td>Association vs. class</td>
<td>Conclusive rule</td>
<td>Partial guidance</td>
<td>Contradicting</td>
</tr>
<tr>
<td>Association with composites</td>
<td>Conclusive rule</td>
<td>None</td>
<td></td>
</tr>
</tbody>
</table>

The Empirical Findings

The sources of variations may relate to the individual properties of the modeler (e.g., experience), to the modeling grammar applied, and to the process of modeling (as discussed in the theoretical background). In this research, we used a specific modeling grammar (UML Class Diagram) applied by modelers with similar backgrounds in order to focus on the dependency of variations on the process of modeling.

As presented above, our assumption was that variations reflect vagueness in the criteria for deciding which construct should be used for representing the modeled domain in certain circumstances. The empirically-found variation types indicate modeling decisions for which no uniformity among modelers existed. These findings can provide a deeper understanding of the modeling process by identifying the decisions where better support and guidance could help modelers by reducing inconclusiveness.

Two limitations of the empirical study should be discussed here. First, the uniformity of domain knowledge among the subjects was not explicitly verified. The importance of domain knowledge is that having prior knowledge about the domain could influence the modeler’s perception and interpretation of it (Khatri et al., 2005; Parsons and Cole, 2005). However, we used different domains in the two studies and that resulted in the same set of variation types. In the primary study it was reasonable to assume that all the modelers had a basic knowledge of the problem domain (university course registration system), since they were all university graduates. The follow-up study concerned a domain that was not related to the work experience of the modelers, although some may have been acquainted with it as customers.

Second, although the subjects of the study were experienced practitioners, their professional activities included conceptual modeling as well as software development tasks, such as design and implementation. This may have led the subjects to apply design considerations in conceptual modeling, in the study as well as in real life.

As explained in the research setting description, we conducted the selection of the study participants according to theoretical sampling principles (Strauss and Corbin, 1990). When deciding on the sample frame, we ensured that the subjects practiced activities related to requirements analysis, where the problem domain was analyzed and possibly modeled, and we made sure that the subjects were accustomed to the application of
modeling techniques as part of their job, and particularly were familiar with UML Class Diagram notation. In industrial settings, the population that best met both considerations included people who were involved in a variety of tasks during the software lifecycle, from conceptual modeling and requirements analysis, to design, and sometimes even to programming and testing. Hence, design considerations observed in the study were a reflection of real life situations.

The variations addressed in this paper were found in UML Class diagrams. However, model variations are not unique to models that apply this grammar. For example, Soffer and Hadar (2003) explored variations among conceptual models that used OPM (Dori, 2002) as a modeling grammar. Comparing the findings of the current study with the ones reported for OPM, some variation types were common to both modeling grammars (e.g., the use of abstract classes), while others were grammar-specific. It may be possible to apply ontology-based sets of modeling rules to various modeling grammars, provided each set of rules is appropriate for the grammar to which it is applied. The potential effect of such rules can be analyzed with respect to observed model variations similarly to the analysis presented in this paper.

The Potential Role of Ontology-Based Frameworks

Taking a relativist position, we do not address an ontology as an absolute model of the world. Our aim was to seek guidance that would structure the modeling process and reduce the inconclusiveness that exists when mapping the real world into modeling constructs. We applied two ontology-based approaches to the variation types that we identified. In doing so, our aim was to achieve results that would not depend on a specific ontology. The results of this exercise show that using ontology-based modeling rules can indeed provide guidance in most vague situations reflected by the empirically found variations. When modeling constructs are ontologically interpreted, it becomes clear which construct represents the modeled situation as perceived by the modeler (according to the specific ontology). However, it is apparent from our results that there is no single “correct” model, as the two different frameworks provide different modeling rules. Each set of modeling rules relies on a different ontology, hence leading to a different model of the modeled domain. One may wonder which model is more “correct,” but we do not deal with this question. The question we are interested in is which framework is more useful for reducing model variations. According to Wand and Weber (2002), ultimately, the usefulness of ontologies can only be determined empirically. Until an empirical evaluation of the superiority of one ontological framework over another is achieved, one may prefer to use whichever ontology one finds most helpful. In terms of guidance that may reduce variations, our findings show that Evermann and Wand’s framework provides better coverage and conclusive guidance (in terms of a clearly defined set of rules) to most of the modeling dilemmas that were reflected in the empirically-found model variations. Still, empirical evaluation of the applicability of both sets of rules is yet to be done. Hence, one may prefer the GOL ontology over Bunge’s as a representation of the world, and use Guizzardi et al.’s framework as an ontological basis. Evidently, the application of an ontology-based framework is expected to reduce variations only as long as it is used consistently, and only if the same ontology is applied by all the modelers. Consequently, an ontological basis can contribute to the

---

Wand and Weber do not explicitly address how the usefulness of ontologies can be empirically evaluated. Implicitly, it is demonstrated when an ontology serves as a basis for understanding a variety of phenomena and for creating useful tools to support practical tasks.
understanding of a domain and to communicating about that domain if the underlying ontological basis is shared by all those who are involved.

We also note that ontological rules can reduce only variations whose source is in the mapping of perceived reality into modeling constructs. In other words, in a hypothetical situation where all modelers have the same perception of reality and all apply the same set of rules to the same grammar properly, variations are not expected to appear. However, differences in individual perceptions of the domain cannot be overcome by the use of an ontological framework, as indicated by Evermann (2005a). Considering the modeling decision process as consisting of two phases, namely, perceiving reality and mapping it to modeling constructs, an ontological framework can assist in the latter, but variations may still be caused by the former. Leaving only variations whose source is in different perceptions of the domain might help people recognize different perspectives and thereby help them learn each other's views. The relativist position of information system design should encompass different views and perceptions of the domain (Hirschheim et al., 1995). Hence, if mapping-related variations are eliminated, the "real" perception-related variations can be highlighted, thus facilitating mutual understanding.

Conclusion

Theoretical research concerning conceptual modeling has so far been motivated by (a) the wish to provide a sound theoretical basis for a discipline that has been developed in a pragmatically-oriented manner; (b) specific observations of ill-defined semantics of certain constructs; and (c) the wish to facilitate model understanding. Model understanding has also been empirically investigated, particularly how it is affected by using specific constructs in specific situations. In relation to the construction of conceptual models, empirical studies have addressed various factors that affect the "correctness" of the produced model. It appears that the conceptual modeling research community has so far overlooked the relationship between the well-familiar variations among models and the semantics of modeling constructs as a topic for research.

One contribution of this paper is in highlighting the potential that lies in the empirical investigation of "legitimate" variations among models as an anchor to theoretical investigations of the semantics of modeling constructs.

The findings of this research are both empirical and theoretical. The empirical findings consist of a categorization of variation types that may indicate vagueness in the semantics of the constructs involved. The theoretical findings reveal that existing ontology-based frameworks can potentially contribute in all cases where such vagueness was empirically identified. Nevertheless, the findings highlight contradictions in the guidance provided by different frameworks, where differences in the underlying ontology exist. These findings emphasize the need to apply a coherent set of modeling guidelines rather than to rely on an ad-hoc collection of guidelines, separately developed for specific constructs. Such an eclectic collection may include guidelines based on different theoretical foundations. Thus, the integrity of such a collection of guidelines cannot be expected without a thorough investigation.

With respect to the possibility of reducing model variations in order to achieve better communication and to facilitate model matching and reuse operations, the findings imply that such reduction can only be achieved if all the modelers involved use the same set of
rules (based on the same ontology) when constructing the model. Such reduction would only be possible with respect to variations whose source is decisions of mapping modeled domain phenomena to the constructs of the modeling technique, but not to variations caused by different perceptions of the modeled domain.

To summarize the above, while the findings emphasize the potential benefits of using ontological frameworks, they also indicate some limitations of such frameworks. These limitations include possible inconsistencies between ontologies and the uncertainty about completeness in the guidelines derived from ontologies. These limitations emphasize the need for additional research regarding these issues.

A research framework can be drawn to assess and validate existing theoretical research works, in general, and ontological frameworks, in particular. These can be validated against empirical findings of model variations, and indicate where more research is needed.

Empirical investigations are also needed to evaluate the applicability of theory-based, and in particular ontology-based, modeling rules and their actual effect on model variations. The design of such an evaluation would not be trivial. It would need to distinguish variations whose source is construct selection decisions from variations caused by the individual perception of the domain. An empirical examination of how specific rules affect each variation type in different contexts, such as different domains, may help us to understand how rules can actually be embedded in the modeling decision making, and how they interact with and influence the perception of the domain. Another research direction is to characterize variation types with respect to different modeling grammars. The aim of such research would be to understand the inconclusive decisions that are typical of each grammar, and study the applicability of ontology-based and other sets of modeling rules with respect to different modeling grammars. This research direction can also relate to models that employ a combination of views, particularly static and dynamic ones.

Finally, this paper indicates that the choice of an ontology may affect the resulting model and that not all ontologies are equivalent in terms of modeling guidance. More research is needed to provide additional theories, possibly based on cognitive foundations, to complement the ontological frameworks and to facilitate their application.
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