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Abstract

In this study, I investigate whether small world properties of developer collaboration networks influence developer productivity. Small world networks are characterized by two macro level network properties: dense clustering and short average path length. Structure of relationships among developers affects how information and knowledge is shared among them. I argue that networks characterized by both high clustering and short average path length would positively influence the productivity of the developers by providing them with speedy and reliable access to more and more varied information. Using hierarchical linear modeling, I analyze extensive data collected from 2013 open source projects and 8512 developers belonging to 15 different networks hosted at Sourceforge.net. I find evidence that ‘small world’ properties of these networks positively affect their members’ productivity. The findings are robust to a number of controls and model specifications.
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Introduction

Recent studies have acknowledged and emphasized the importance of relationships of developers among the larger community in open source software (OSS) for their success (Fleming and Waguespack 2007; Grewal et al. 2006; Madey et al. 2002; Singh and Tan 2005; Xu et al. 2005). As OSS developers work concurrently across several projects, they weave a network of direct and indirect relationships among them. These relationships act as channels that facilitate flows of resources in a network of developers, with each developer acting as an originator as well as a receiver (Coleman 1988; Granovetter 1973).

Organizational social networks research is profuse with evidence indicating that differential location in an inter-organizational/inter-innovator network results in organizations/innovators having divergent capabilities for benefiting from such networks (Ahuja 2000; Baker 1990; Gulati 1998; Gulati and Gargiulo 1999). This literature emphasizes the inter-actor linkages as closed conduits, characterized by legal arrangements such as non-disclosure agreements and exclusive licensing contracts that transfer intellectual property rights designed to ensure that only the parties to a given connection can benefit from the information that is exchanged (Owen-Smith and Powell 2004). This implies that the actors who are more central to the information exchange in the network are likely to be advantaged in their innovative activities through better access to information.

However, OSS philosophy is based on principles and practices that promote the free and frictionless sharing of intellectual properties such as production and design processes and outcomes (Weber 2004). A direct implication of such a philosophy is that the linkages among developers in OSS are channels, rather than closed conduits, that diffuse and imperfectly direct the flow of knowledge and resources and facilitate huge amounts of knowledge spillovers in the network. The developers who are central to the information flow would not only benefit themselves by their positions, but would also make the whole network richer by facilitating the information to reach those developers who would otherwise be at a positional disadvantage. In such a scenario, it is not the specific location in the network but the overall network structure that is important. As we begin to unravel the community-based collaborative software development paradigm, it becomes pertinent to investigate: Are some collaboration structures more conducive to software development than others? If so, what properties characterize such structures? Some network structures may be more conducive to information flow than others, and the location of a developer in such a network would provide him or her with knowledge advantages over developers who are not similarly situated.

As a step towards addressing these questions, I investigate how the macro level properties of large scale networks of OSS developers influence the productivity of the developers. A large scale network is defined as the relationships that exist among members of a population, such as OSS developers working on the same but sufficiently broad technological platform (Wellman 1988). I focus on large scale networks as they provide a meaningful context for knowledge and resource sharing among members. I specifically focus on small world properties of large scale networks: clustering and average path length. These properties are macro level properties of a network. Network theorists have coined the term small world to designate the networks that exhibit the simultaneous existence of localized pockets of dense clustering and short average path length (Milgram 1967; Watts and Strogatz 1998; Watts 1999). I argue that networks with dense clustering and short average path length together (small world networks) would positively influence software development activities of the member developers.

Clusters, by definition, include developers who have more relationships connecting them to each other than to other developers in the network. Clustering fosters trust among developers, which in turn encourages knowledge sharing (Coleman 1988). Clustering also provides redundant paths for knowledge transmission, resulting in high transmission capacity for the network. I argue that clustering would positively influence software development activities by increasing knowledge sharing and the information transmission capacity among developers.

The greater the number of developers that act as intermediaries in information or knowledge transfer, the more time the transmission will take and the more likely it is that it will lose integrity (Bartlett 1932). The number of links that lie in a path for information or knowledge transfer between any two developers in a network represents the path length between them. Short average path length in a network provides access to diverse resources and minimizes information decay during transfer, while increasing the speed of transmission (Uzzi and Spiro 2005). I argue that short average path length of a large scale network would positively influence the software development activities of member developers by providing them quick access to a wide variety of reliable resources.

I begin by introducing the emerging literature on small world networks. Then I describe the formation of social networks among OSS developers. I then explain the process of OSS development and the importance of access to
information and resources for OSS developers. From this, I develop hypotheses relating macro level network properties and developer productivity. I test my hypotheses using detailed data collected from the OSS projects hosted at Sourceforge.

Small World Networks

Though formal investigation of the relationship between small world structures and organizational outcomes has started only recently, the interest in the small world phenomenon arose following the set of experiments conducted by Milgram (1967). These experiments were designed to find out the probability that two randomly selected individuals would know each other. The results were quite surprising in that the average number of persons needed to connect any two randomly selected persons was found to be six. It gave rise to the famous notion of “six degrees of separation.” It showed that seemingly unconnected people are surprisingly quite close in social space.

More detailed analysis of the reasons behind this finding suggests that people tend to interact in dense clusters. This idea of formation of clusters stems from the notion of homophily in network formation – similarity breeds connection (McPherson et al. 2001) (i.e., friends of a friend are generally friends). All friends share a direct relationship with each other, that is, they have one degree of separation. If some of the friends belong to multiple clusters, it gives a cluster access to a completely new set of people with an additional degree of separation. These friends then act as bridges that connect different clusters. The presence of dense clustering and bridging relationships dramatically reduces the average path length between any two people in the network (Watts 1999; Watts and Strogatz 1998).

A large volume of social network thought concerned with knowledge and information diffusion has followed from this view of the network structure. The “weak ties” argument by Granovetter (1973) follows logically from this perspective; people who belong to multiple clusters have to spread their resources across the clusters and, hence, have weak ties with other members in the cluster but have access to new diverse information. Burt (1992) coined the term “structural hole” to represent people who bridge these clusters; the people filling the holes have access to information and resources from both clusters and can obtain “brokerage” benefits. Contrary to Burt’s view of advantage to people spanning structural holes, Krackhardt (1999) argued that such people are more constrained in their activities since they have to play by the rules of both clusters to stay members of each.

Though there was a common consensus on the small world view of the network in a variety of settings, the formal structural analysis of small world properties of a network was not undertaken for a long time until Watts and Strogatz (1998) formalized the properties by using graph theoretic notion. They calculated measures of clustering and average path length to represent small world properties. They proposed a small world coefficient, which is the ratio of clustering to average path length, to represent the small worldliness of the network; the higher values of this coefficient indicate greater small worldliness of the network. Small world network structure has been observed in a variety of settings: OSS developers relationship networks (Xu et al. 2005), ownership links among German firms (Kogut and Walker 2001), regional innovator networks (Fleming et al. 2007), Broadway artist collaboration networks (Uzzi and Spiro 2005), firm alliance networks (Baum et al. 2003), and others.

Organizational researchers have investigated the influence of small world properties on creativity and innovation activities in several settings. Uzzi and Spiro (2005) study the collaboration network of Broadway musical artists and conclude that the small world properties of a network positively influence the artistic and financial success of the musicals they produced. Schilling and Phelps (2007) find that the firms embedded in alliance networks that represent small world properties are more innovative than firms that are not embedded in such networks. Fleming et al. (2007) investigate regional innovation and find that although short path length fosters innovation, clustering does not.

OSS Developer Collaboration Networks

OSS developers may work on several projects at the same time and, hence, belong to multiple projects. A relationship exists between two developers if they work together on a project. Similarly, a relationship between two projects exists if they share some developer(s). Such a scenario of relationships can be represented by an affiliation network. An affiliation network is a special kind of two-mode social network that represents the affiliation of a set of actors with a set of social events (Wasserman and Faust 1994). Developers and the projects represent the two
modes of this network. In an affiliation network, relationships among members in one mode are based on linkages established in the other mode (Wasserman and Faust 1994).

A social network can be represented as a graph where nodes represent actors and lines joining the nodes represent relationships. Graphically, the social network of an OSS community can be represented by a bipartite graph depicting the developer-project network. Figure 1a shows a bipartite graph of a sample population of four projects and 11 developers. A relationship between a project and a developer is shown by a line. The unipartite projection (i.e., relationships among members of a mode at the developer level) is shown in Figure 1b. By definition, all the developers who work on a given project are related to each other. Note that the line between any two nodes indicates the existence of a relationship, but not the quality of the relationship. As more developers join the community and new projects begin, the network evolves into a giant mesh of relationships.

![Figure 1. Social Network of 4 Projects and 11 Developers](image)

Notes: Projects (developers) are indicated by black squares (grey spheres).

Networks of OSS developers at Sourceforge tend to be highly clustered (Xu et al. 2005). This observation could be a consequence of homophily or absorptive capacity constraints playing a role in a developer’s decision to join a project. By the homophily argument, developers are more likely to work with developers with whom they have enjoyed working in the past. This may lead to redundant relationships among a group of developers. By the absorptive capacity argument, developers are more likely to work on several projects that require similar technological skills than on projects that require very different skills (Cohen and Levinthal 1990; Grewal et al. 2006; Xu et al. 2005). In fact, the developer networks at Sourceforge, the largest OSS hosting repository, have been found to resemble small world networks (Xu et al. 2005). A network of OSS developers for Gnome Foundry, a broad technological platform at Sourceforge, is shown in Figure 2. This network is very highly clustered with a very short average path length.
FIGURE 2a. Affiliation Network for the Largest Component of the Gnome Foundry

Figure 2b. Unipartite Projection of 2a

Notes: Projects are indicated by black squares. Developers are indicated by grey spheres. A few projects (such as GStreamer and Galeon) have many developers, whereas most projects have only a few. There are several clusters in the network. Two different clusters (A and B) are shown by circles around them. A bridging developer is also indicated acting as a bridge between clusters A and B.
Knowledge Management

OSS Development Process

OSS is developed by voluntary developers working in teams. In contrast to traditional software development, which follows an engineering archetype, OSS follows an evolutionary archetype for software development (Blauuw and Brooks 1997; Weber 2004). In an evolutionary archetype, roles are not assigned, and the problem definition evolves over time. Software is developed under a modular structure, which allows developers to work in parallel (Baldwin and Clark 2006; MacCormack et al. 2006; Weber 2004). Developers follow an adaptive process to solve technical problems. There are an infinite number of paths to solve a problem and choosing among various alternatives involves a high degree of experimentation, requiring leeway and discretion among developers (Weber 2004). This process requires an effectual normative environment that promotes trust and cooperation among developers.

Prior research suggests that the search processes that lead to the creation of new knowledge embodied in complex artifacts such as software most often involve, to a substantial extent, a recombination of known conceptual and physical materials (Fleming 2001). Rather than designing a software module from scratch, previously existing modular architecture is frequently inherited (Baldwin and Clark 2006; MacCormack et al. 2006; Narduzzo and Rossi 2003). For example, the GNU and the FreeBSD projects closely resemble the UNIX architecture (Narduzzo and Rossi 2003). Software evolves from an initially integrated system by recombination of modules and evolutionary adaptation (Baldwin and Clark 2006; Fleming 2001; MacCormack et al. 2006; Narduzzo and Rossi 2003). Key inputs into this process include access to and understanding of a variety of knowledge elements, such as current design problems, related existing solutions, technical know-how, failed approaches, user requirements, current market trends, etc. (Fleming 2001; Kuk 2006; Hargadon and Sutton 1997; Schilling 2001; Schilling and Phelps 2007). Developers exploit their access to recombinatory resources – a broad range of technological solutions – by making analogies between current design problems, related existing solutions, and failed approaches (Hargadon and Sutton 1997; Fleming 2001). Developers who have greater access to and understanding of these recombinatory resources would have an advantage in their efforts to develop software. I focus on measures of productivity that would quantify a project’s success in terms of the amount of technical development required. This measure of project success is consistent with the literature on Information System success (DeLone and McLean 1992) and has been used in closely related research (Grewal et al. 2006).

Hypothesis Formulation

Relationships among developers in a network provide them with two types of knowledge benefits: resource sharing and knowledge spillovers (Ahuja 2000). Resource sharing allows developers to combine know-how and physical assets, whereas knowledge spillovers provide information about current design problems, failed approaches, new breakthroughs, and opportunities (Ahuja 2000; Kogut and Zander 1992). Before we discuss the influence of network structure, the subtle difference between know-how and information needs to be emphasized here. Know-how corresponds to accumulated practical skills or expertise, and involves a significant tacit component (Ahuja 2000; von Hippel 1988). Information is primarily explicit knowledge that includes facts, propositions, and symbols that can be easily codified and transmitted without a loss of integrity (Kogut and Zander 1992).

The structure of relationships among developers affects the flow of information and resource sharing in the network. Only relationships that involve frequent interaction among developers (relationships within a cluster) will be able to provide the benefits of resource sharing as well as knowledge spillovers (Ahuja 2000; Kogut and Zander 1992; Uzzi 1997). Relationships in which developers do not interact frequently (relationships across clusters) will be able to provide benefits comprised mainly of knowledge spillovers (Ahuja 2000; Kogut and Zander 1992; Uzzi 1997).

Clustering

Clustering measures the extent to which two connected developers in a network share a relationship with a common third developer (i.e., it measures the fraction of all triads that are closed). Clustering or local network closure develops group solidarity and identity, which helps monitor the behavior of members, and also helps carry out sanctions against developers who do not follow group norms (Coleman 1988; Ullmann-Margalit 1977). This reduces uncertainty in the behavior of others and, hence, increases levels of trust among developers in an exchange (Kollock 1994).
Trust and reciprocity in a relationship promote frequent interactions among developers. This strengthens their relationship, which promotes information and resource sharing among them. Once introduced into the network, information is quickly relayed to the developers in the cluster. Redundant (multiple) paths between two developers in a cluster ensure the reliability of the information received (Coleman 1988; Klocklock 1994). This also discourages members from acting opportunistically since such information would be quickly relayed to other members.

As clusters are likely to be composed of developers who have similar or complementary technological skills, clusters provide a meaningful and useful structure for information exchange (Schilling and Phelps 2007; Uzzi and Spiro 2005). Clusters promote shared understanding of the problem and stimulate joint problem solving (Schilling and Phelps 2007). Developers have the ability to call upon their fellow developers in the cluster for help in solving innovative problems. Developers benefit from clustering as it increases the amount, quality, and the likelihood of receiving information and resources.

Hypothesis 1: The clustering of a network will be positively related to the technical success of the software produced by the developers embedded in it.

Average Path Length

Though information is transmitted quickly and reliably within a cluster, the speed and integrity of knowledge diffusion across the network is directly related to the average path length in the network (Fleming et al. 2007; Schilling et al. 2007; Uzzi and Spiro 2005). Average path length measures the average shortest distance between any two actors in the network. Shorter average path length increases the vision (knowledge of potential resources) of the developers in the network. It also maximizes the speed of transmission and minimizes decay in information while in transmission (Schilling and Phelps 2007; Watts 1999). Developers embedded in such networks are less likely to behave opportunistically as such information would quickly be relayed to the entire network, thus hurting their reputation. Moreover, such networks provide a larger audience for developers to show their programming prowess to accrue reputation benefits (Lerner and Tirole 2002).

Short average path length indicates that the network would be rich in direct relationships that help in efficient resource pooling and knowledge spillovers (Ahuja 2000). Developers benefit from exposure to new information through easier access to non-local perspectives (Fleming et al. 2007). Short average path length in the network provides developers access to different technological and organizational perspectives. Since the software development process involves recombining existing knowledge with novel approaches, developers embedded in networks exhibiting short path length will be advantaged in their development efforts due to their access to diverse knowledge resources and new perspectives.

Hypothesis 2: The average path length of a network will be negatively related to the technical success of the software produced by the developers embedded in it.

Methods

To test these hypotheses, I focus on OSS projects hosted at Sourceforge. Sourceforge is the primary hosting place for OSS projects provided by the OSTG group and accounts for about 90 percent of all OSS projects. Compared to Sourceforge’s more than 120,000 OSS projects, its competitors – such as Savannah, Tigris, Bounty Source, and BerliOS – have collectively less than 10,000 projects. Though not all OSS projects are hosted at Sourceforge, it has been argued that it is the most representative of the OSS movement, in part because of its popularity and the large number of developers and projects registered there (Grewal et al. 2006; Madey et al. 2002; Xu et al. 2005). Researchers interested in investigating issues related to the OSS phenomenon have predominantly used Sourceforge data (Grewal et al. 2006; Madey et al. 2002; von Hippel and von Krogh 2003; Xu et al. 2005). Sourceforge provides both web space and services such as a mailing facility, discussion forums, CVS repository hosting, and download servers for OSS projects to organize and coordinate the software development. Projects hosted at Sourceforge are classified under 25 broad technology platforms called project foundries. For example, Java, Perl, Games, PHP, Python, Basic, 3D, Tool Command Language, Gnome, Linux Kernel, and Vector Graphics are few of the foundries at Sourceforge.
Network Construction

Consistent with the empirical social networks research dealing with large networks (e.g., Grewal et al. 2006; Gulati and Gargiulo 1999), I establish network boundaries to render the data more manageable. I follow the predominant procedural tactic for defining a network boundary: attributes of actors or events that rely on membership criteria (Wasserman and Faust 1994). In an affiliation network, a boundary is specified for both the actors and the events simultaneously (Wasserman and Faust 1994). Accordingly, my network construction criterion is based on developers and projects being a member of a foundry. The choice of using participation in a foundry as a network boundary is particularly important and fitting for two reasons. First, each foundry represents a focused technology platform, and hence, more efficient knowledge sharing would be possible within a foundry rather than across foundries. Using the foundry as a network boundary for OSS projects at Sourceforge has been used in related research (Grewal et al. 2006). Second, I analyzed memberships for 2000 randomly selected developers who work on multiple projects and found that only approximately 4 percent of those worked across two or more foundries.

Developer and project affiliation data were collected for projects that were registered at Sourceforge from November 1999 (Sourceforge’s inception date) to January 2003 from the Sourceforge database hosted by the OSTG group. By January 2003, Sourceforge had enough mass of registered developers and projects in each foundry for social capital to be a significant resource. As Chengalur-Smith and Sidorova (2003) note, a large number of projects at Sourceforge never show any activity. Including such projects in the network construction may bias the network measures as those projects are essentially dead nodes in the network which would not allow any information or knowledge flow. Hence, I construct the network of developers using the project-developer snapshot data available in January 2003 for active projects only. All active projects within a foundry were selected, along with the associated developers. A separate affiliation network was constructed for each foundry. I restrict my attention to large components in these foundries since small world properties (specifically average path length) are undefined for networks involving disconnected components. A component in a network is composed of all developers who can reach each other through lines of relationships (i.e., any two developers in the component have a finite path length between them). Developers from two different components are mutually unreachable and have a path length of infinity between them. This approach has been followed in most of the literature that investigates the small world phenomenon (Baum et al. 2003; Davis et al. 2003; Fleming et al. 2007; Kogut and Walker 2001). The limitations and implications of these sampling decisions are presented in the discussion section.

Each affiliation network was used to create unipartite projections for the developer network. From each unipartite projection, an undirected binary adjacency matrix was developed. An adjacency matrix represents the relationships between any two developers in the network. The row and the column headings represent the developers. A value of one corresponding to two developers in the network indicates the existence of a relationship between them; a value of zero indicates the absence of such. The adjacency matrix is undirected as the relationship between two developers is mutual. For each network, measures were calculated from the undirected binary adjacency matrices. Some of the foundries did not have enough relationships among developers to be considered a large network and hence were not included in the sample. The development activity data for these projects was collected from the homepage of each project at Sourceforge by using web-agents. The final sample includes 2013 projects and 8512 developers across 15 networks.

Dependent Variable: CVS Commits

To operationalize project success, I use a number of CVS commits. Similar measures have been used in a related study by Grewal et al. (2006), who investigate the impact of network embeddedness on project success.

Software developers use Concurrent Versioning System (CVS) to manage the software development process. CVS stores the current version(s) of the project and its history. A developer can check-out the complete copy of the code, work on this copy, and then check in the revised code with his or her changes. This allows multiple developers to work on the code concurrently on their own working copies and send their modifications to the central server. The modifications are peer reviewed. The CVS updates the modified file automatically and registers it as a “commit”. The server only accepts changes made to the most recent file versions of a file, thus avoiding conflicting commits. The CVS keeps track of what change was made, who made the change, and when the change was made. This

---

1 https://zerlot.cse.nd.edu/mywiki/index.php?title=Dataset

---
information can be gathered from the log files of the CVS repository of a project. CVS commits provide a measure
of novel invention that is externally validated by peers. As CVS commits signify only meaningful changes to the
code and represent a way in which knowledge creation is instantiated (Crowston et al. 2003; Grewal et al. 2006), I
use the number of CVS commits as a measure of project success.

Benefits from a relationship can be observed only after the relationship has been established. The relationships
among developers at Sourceforge, once established, remain for a long time since (1) OSS projects do not have a
fixed deadline and are in continuous development (Weber 2004), and (2) the associated developers at Sourceforge
rarely drop out (Crowston et al. 2003). This characteristic calls for the use of lag specification between network
structure and success measures (Gulati and Gargiulo 1999). I measure the dependent variable, CVSit, as the number
of CVS commits for project i in t years since January 2003. For instance, for t = 1, I count the number of CVS
commits for a project from January 2003 to January 2004.

**Independent Variables**

**Clustering Coefficient Ratio (CCR)**

The clustering coefficient measures the degree of clustering on a graph, i.e., the extent to which two related
developers share a relationship with a common third developer. A clustering coefficient is a measure of the degree to
which the network contains localized pockets of dense connectivity (Watts and Strogatz 1998; Watts 1999). Following
Watts and Strogatz (1998), I measure the clustering coefficient (CC) for the actual graph as follows:

\[
CC = \frac{3 \times \text{number of triangles on the graph}}{\text{number of connected triples of vertices}}.
\]

The “triangles” are trios of vertices where each is connected to another two, and “connected triples” are trios where
at least one is connected to the other two (Newman et al. 2001; Watts and Strogatz 1998). To account for the three
different configurations that may arise for a closed trio of three vertices, a factor three is added in the numerator
(Watts and Strogatz 1998). This also ensures that the CC lies strictly between 0 and 1. The value of 1 would
represent that all the developers in the graph share a direct relationship with each other (i.e., extreme clustering). A
value of 0 would indicate that no two developers share a relationship with a common third (i.e., zero clustering).

However, the unipartite projection of the bipartite graph may be a misleading indicator of small world if not
properly corrected (Newman et al. 2001). This is due to the fact that, by definition, the developers associated with a
given project share a direct relationship with each other. All developers associated with a project having more than
two developers constitute triangles through their intra-project links. Hence, the unipartite projection of the bipartite
graph may overstate the clustering coefficient and under-state the path length (Newman et al. 2001). Following
Newman et al.’s suggestion, I use the clustering coefficient of a random bipartite graph (rCC) with identical degree
distribution as that of my actual network to normalize the CC. Newman et al. (2001) provide this clustering
coefficient, which accounts for clustering between teams over and above the artifactual clustering within teams. The
clustering coefficient ratio (CCR) is then calculated as the ratio of the clustering coefficient of the actual graph to
that of the random graph:

\[
CCR = CC/rCC.
\]

**Inverse Path Length (IPLR)**

The path length (PL) for the actual graph is calculated as the weighted average of the path length of each developer
in the network (Uzzi and Spiro 2005). The path length of the actual graph is normalized by the path length of the
random graph (rPL) with identical degree distributions. The inverse path length ratio (IPLR) is then calculated as the
ratio of rPL to PL:

\[
IPLR = rPL/PL.
\]
Control Variables

Network Density
I control for the density of the network in which a project is embedded by calculating a variable Network Density, which measures the proportion of possible links that are actually present in the graph (Wasserman and Faust 1994). It goes from 0 (i.e., no links present) to 1 (i.e., all possible links are present). This controls for the rate and extent to which information diffuses in the network (Yamaguchi 1994).

Page Views
To control for the market potential of and user interest in the project, I calculate a variable Page Views as the cumulative number of page views for a project since its inception until January 2003 (Grewal et al. 2006; Krishnamurthy 2002; Mockus et al. 2002).

Bugs and Support
Studies have shown that service and maintenance provided by a software manufacturer are critical factors that impact the adoption and evolution of software (Grewal et al. 2006; von Hipple and von Krogh 2003; Weber 2004). To control for the service and maintenance activities provided by the project I use two variables: Bugs and Support. I calculate the variable Bugs as the cumulative number of bugs closed by the project since its inception until January 2003. The variable Support is calculated as the cumulative number of support requests answered by the project since its inception until January 2003. Both these variables represent encounters initiated by users of the software and, hence, also signify the role that the larger open source community plays in project evolution (Crowston et al. 2003; Grewal et al. 2006; Krishnamurthy 2002; Mockus et al. 2002).

Project Age and Size
Software life cycle may also influence project success measures since projects are likely to see relatively higher CVS commit rates close to the inception of the project compared to later stages when the complexity and advanced development of the software makes it harder to make improvements. I control for these issues by calculating a Project Age variable as the number of months since the project’s inception at Sourceforge until January 2003 (Grewal et al. 2006; Singh and Tan 2006). To control for any non-linear relationship between age and project success measures, I also include a squared term of Project Age (Singh and Tan 2006). I calculate a variable Project Size as the number of developers involved in a project (Chengalur-Smith and Sidarova 2003; Singh and Tan 2006). This controls for the labor and knowledge capital at hand for a project.

Project Characteristics
I constructed an extensive range of variables to account for the project level heterogeneity on the dependent variables. At Sourceforge, a team is required to report the project’s type, intended audience, language, and user interface. I control for all these variables by constructing dummy variables. The type of the project indicates the approximate potential market size of the software. I control for 14 different types of projects ranging from games to education to software utilities. Intended audience may influence the quality of developers that are attracted to a project. For example, software that is aimed at system administrators is likely to attract more sophisticated developers (Lerner and Tirole 2002; Roberts et al. 2006). I control for this effect by constructing dummies for system administrators, developers, and end users.

Pre-sample CVS
To control for remaining unobserved heterogeneity, I follow the pre-sample information approach proposed by Blundell et al. (1995). This approach relies on the argument that in studies regarding knowledge creation, the unobserved heterogeneity lies in different knowledge stocks possessed by the creators at the time of their entry into the sample (Blundell et al. 1995). The pre-sample variables serve as a control for the inherent knowledge capital of the creators. Using pre-sample variable in a cross-sectional equation provides a simple way to account for historical factors that cause current differences in the dependent variable that are difficult to account for in other ways (Wooldridge 2006). To control for unobserved heterogeneity concerning team productivity, I calculate a variable Pre-sample CVS as the cumulative number of CVS commits for a project since its inception at Sourceforge until January 2003.
Model Specification

The dependent variable, CVS, is a count variable but is heavily skewed. Therefore, I do a logarithmic transformation and approximate it as a continuous variable. The factors influencing the success of software are likely to be similar for the projects within a foundry, but may differ for projects across foundries (Cooper 2001; Chandrashekaran et al. 1999; Grewal 2006). All the projects in a network belong to the same foundry by construction and, hence, share similar factors influencing success and global network measure values. A multilevel/hierarchical linear model (HLM) is appropriate to model this nested structure where projects are embedded in networks/foundries (Raudenbush and Bryk 2001; Snijders and Bosker 1999). HLM accounts for the correlated errors within groups, and it may suffer from two other methodological threats to validity: reverse causality/simultaneity and unobserved heterogeneity (Raudenbush and Bryk 2001). I address these issues. In the present study, reverse causality would concern whether project success is shaping the network structure instead of the network structure influencing project success. Simultaneity would imply that both project success and network structure are being determined jointly by a system of simultaneous equations. In the present setup, this problem is negligible because independent variables are lagged by τ number of years. Unobserved heterogeneity, in the present study, may arise from unobserved systematic differences in seemingly similar projects. Failure to control for unobserved heterogeneity may lead to spurious correlations (Wooldridge 2006). Though it is practically impossible to control for all possible sources of heterogeneity, there are a finite number of critical factors that may impact project success. At the project level, I control for project potential and user interest (Page Views), community support and service to users (Bugs and Support), innovative human capital (Project Size), project type, and intended audience. Finally, to address the issue of the appropriate lag structure of the independent variables, I employ alternative lags of independent variables relative to my dependent variable.

An HLM models both within- and between-group variability in a single analysis. In my analysis, the network represents the group (higher) level and the projects represent the individual (lower) level. I introduce the global network specific variables CCR, IPLR, and Network Density as group level variables in the model and use them to explain the variability between groups. The project-specific variables Pre-sample CVSCommits, Page Views, Bugs, Support, Project Age, Project Age Square, and Project Size are introduced as individual level variables and are used to explain the within-group variability. All models were estimated using residual maximum likelihood estimation in nlme package in R. All the results presented are for a random intercept HLM. I tested for randomness of the individual level parameters using Deviance Tests as well as Akaiake Information Criterion (AIC) as suggested by Snijders and Bosker (1999). The random intercept model outperforms all other specifications. None of the models were found to show any significant heteroskedasticity either at the individual or the group levels. The level one and level two residuals were also found to satisfy normality assumption when inspected.

Results

Table 1 provides the summary statistics for the dependent and independent variables. The mean, standard deviation, minimum, and maximum are provided for each variable. The maximum number of projects in a network was 813, and the minimum number was 16. The project size varied from 1 to 72 across projects.

Most of the project level control variables are heavily skewed. I performed a logarithmic transformation on the following control variables: Page Views, Bugs, Support, and Pre-sample CVS. To reduce the correlation between Project Age and its square, I mean center Project Age before taking its square. To avoid any confusion, I represent the log transformed variables by ‘Ln’ prefixed to the variable name. I also represent the grand mean centered variables by a subscript ‘mc’ attached to their name. Even after transformations, some of the correlations among variable were moderately high. This may lead to inflated standard errors and, in the worst case, unstable coefficients (Wooldridge 2006). I run several models with and without these highly correlated variables to ensure the stability of my results. I also estimated the model with generalized least squares. The results of these tests are consistent with the HLM results. To conserve space, I do not report these results in the paper. The results from the HLM model are reported in Table 2.

<table>
<thead>
<tr>
<th>Table 1. Descriptive Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Number of Networks</td>
</tr>
<tr>
<td>15</td>
</tr>
</tbody>
</table>
The results support both Hypothesis 1 and Hypothesis 2. Since the results are consistent across the two lag specifications, I will discuss the results for only Model 2.2. The $R^2$ at the group and the individual levels were calculated following the procedure given in Snijders and Bosker (1999). Model 2.2 yielded an individual level $R^2$ of 0.739 and a group level $R^2$ of 0.705. These $R^2$'s can be interpreted as the proportional reduction of prediction error instead of the simple percentage of the variance accounted for.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean</th>
<th>SD</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCR</td>
<td>1.31</td>
<td>0.33</td>
<td>1.02</td>
<td>2.42</td>
</tr>
<tr>
<td>PLR</td>
<td>1.36</td>
<td>0.29</td>
<td>0.91</td>
<td>2.32</td>
</tr>
<tr>
<td>Project Size</td>
<td>6.04</td>
<td>9.15</td>
<td>1.00</td>
<td>72.00</td>
</tr>
<tr>
<td>Page Views</td>
<td>35561.78</td>
<td>899312.08</td>
<td>0.00</td>
<td>39004745.0</td>
</tr>
<tr>
<td>Bugs</td>
<td>63.74</td>
<td>312.10</td>
<td>0.00</td>
<td>4831.00</td>
</tr>
<tr>
<td>Support</td>
<td>5.49</td>
<td>63.37</td>
<td>0.00</td>
<td>2396.00</td>
</tr>
<tr>
<td>Project Age</td>
<td>37.80</td>
<td>12.03</td>
<td>4.00</td>
<td>60.00</td>
</tr>
</tbody>
</table>

The results support both Hypothesis 1 and Hypothesis 2. Since the results are consistent across the two lag specifications, I will discuss the results for only Model 2.2. The $R^2$ at the group and the individual levels were calculated following the procedure given in Snijders and Bosker (1999). Model 2.2 yielded an individual level $R^2$ of 0.739 and a group level $R^2$ of 0.705. These $R^2$'s can be interpreted as the proportional reduction of prediction error instead of the simple percentage of the variance accounted for.

Table 2. Hierarchical Linear Regression Results

<table>
<thead>
<tr>
<th>DEPENDENT VARIABLE</th>
<th>LnCVS₂</th>
<th>LnCVS₁</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MODEL 1.1</td>
<td>MODEL 1.2</td>
</tr>
<tr>
<td><strong>FIXED EFFECTS</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>1.147***</td>
<td>1.323***</td>
</tr>
<tr>
<td></td>
<td>(0.319)</td>
<td>(0.167)</td>
</tr>
<tr>
<td>LnPre-Sample CVS</td>
<td>0.433***</td>
<td>0.429***</td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.019)</td>
</tr>
<tr>
<td>LnSupport</td>
<td>0.232</td>
<td>0.231</td>
</tr>
<tr>
<td></td>
<td>(0.438)</td>
<td>(0.431)</td>
</tr>
<tr>
<td>LnBugs</td>
<td>0.256*</td>
<td>0.251*</td>
</tr>
<tr>
<td></td>
<td>(0.141)</td>
<td>(0.140)</td>
</tr>
<tr>
<td>LnPage Views</td>
<td>0.073</td>
<td>0.069</td>
</tr>
<tr>
<td></td>
<td>(0.101)</td>
<td>(0.092)</td>
</tr>
<tr>
<td>LnProject Size</td>
<td>0.118***</td>
<td>0.107***</td>
</tr>
<tr>
<td></td>
<td>(0.039)</td>
<td>(0.040)</td>
</tr>
<tr>
<td>Network Density</td>
<td>-0.603</td>
<td>-1.452</td>
</tr>
<tr>
<td></td>
<td>(1.513)</td>
<td>(1.130)</td>
</tr>
<tr>
<td>Project Ageₑₑₑₑₑₑ</td>
<td>-0.798***</td>
<td>-0.810***</td>
</tr>
<tr>
<td></td>
<td>(0.268)</td>
<td>(0.267)</td>
</tr>
<tr>
<td>Project Ageₑₑₑₑₑₑ Square</td>
<td>0.921***</td>
<td>0.963***</td>
</tr>
<tr>
<td></td>
<td>(0.321)</td>
<td>(0.317)</td>
</tr>
<tr>
<td>CCR</td>
<td>0.416*</td>
<td></td>
</tr>
</tbody>
</table>
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The coefficient of $CCR$ is positive and significant ($0.485, p<0.05$), indicating support for Hypothesis 1. In support of Hypothesis 2, we find the coefficient of $IPLR$ to be positive and significant ($0.775, p<0.01$). The coefficient of Pre-sample CVS is positive and significant ($0.396, p<0.01$), which indicates the importance of including a measure of knowledge stocks of the project team at the time of production while estimating team productivity. As expected, $Project Size$ has a positive and significant effect ($0.090, p<0.05$), indicating that larger human capital is likely to produce more. The coefficient of $Bugs$ is positive and significant ($0.229, p<0.01$). Surprisingly, the coefficients of $Support$ and $Page Views$ are insignificant. Density of the network is insignificant. $Project Age$ has a curvilinear effect on productivity: it becomes harder to produce the software as it grows older. This indicates the importance of controlling for project life cycle effects while estimating project success.

**Robustness Checks**

The models with group level variables included indicate that the group level variables are able to explain almost all the variance between groups. In such a scenario, GLS estimates should be consistent with the HLM estimates. The GLS estimates confirm the HLM results.

To check for the robustness of my results to outliers, I re-ran all the models after removing the outliers. The results were found to be quite insensitive to outliers. Uzzi and Spiro (2005) found a nonlinear association with clustering, and argued that as clustering increases beyond a certain limit it will have a negative impact on creativity. I also tested this argument by incorporating a square term for $CCR$ in my models. The effect of this square term was found to be insignificant. To check for robustness against any misspecification of the dependent variable, I also ran the models using different lags for the dependent variable. Using different lags does not yield qualitatively different results.

**Discussion and Limitations**

In this article, I investigated how macro level developer collaboration network properties influence the creativity of developers in terms of their productivity. I specifically focus on the small world properties of these large scale networks – clustering and average path length. The theoretical framework suggested that each of these properties of the network structure play a different role in the software development process. I tested these arguments using longitudinal data on a large panel of 2013 projects hosted across 15 different communities at Sourceforge. The empirical analysis provided support for the proposed hypotheses. The results were robust to number of controls and model specifications.

The results are in sync with earlier findings on team effectiveness in OSS. Clustering leads to trust and reciprocity norms, and provides sanctioning capacity to the community. These are essential antecedents for effective team performance in OSS (Bergquist and Ljungberg 2001; Gallivan 2001; Stewart and Gosain 2006). Earlier studies have focused on trust among developers within a project. As clusters are composed of several projects, this study shows that effective trust could also be established by relationships among developers across projects. These between-project relationships act as means of external enforcement.

Given that the embeddedness in small worlds influences project success in an OSS environment, managerial attention should focus on identifying, recruiting, and retaining “gatekeepers” – technical experts who span project boundaries and connect diverse bodies of technical expertise. They are critical to small world structure formation. Formal organizations such as IBM, Apple, Sun Microsystems, and Microsoft have started to show interest in and
support for the OSS movement. Some of these firms have started developing software under an open source license, which gives users access to the source code and allows them to contribute to the code. For such organizations, these technical gatekeepers are valuable resources who can accelerate the process of innovation by synthesizing knowledge from diverse bodies or by simply facilitating information flow from previously unreachable resources.

Though direct comparison with other related research is problematic due to subtle differences in the settings, my results are in sync with much of the theory developed in the area of small world networks (Fleming et al. 2007; Schilling and Phelps 2007; Uzzi and Spiro 2005). The context of this study differs from the above studies in that it provides a much richer environment for knowledge sharing. In more formal setups, such as firm alliances, the participating firms may also be competitors and may be reluctant to share their knowledge not specific to the alliance context (Schilling and Phelps 2007). In contrast, the open source philosophy is based on sharing and complete access to innovation to everyone (Grewal et al. 2006; Xu et al. 2005; Madey et al. 2002; Weber 2004). In the setting of Uzzi and Spiro (2005) and Fleming et al. (2007), the primary source of knowledge spillover is past experiences, which are susceptible to decay. In the context of open source, however, knowledge sharing occurs in real time. Most of the knowledge in the case of OSS is codified and has a largely explicit rather than tacit component. This makes information transfer more efficient (Weber 2004). Developers participating in OSS are motivated by intellectual curiosity and prefer to help others solve innovative problems. This is not the case in more formal settings such as firm alliances and patented technology innovation, where partners may be more strategic in their information sharing since they also compete in the market outside of a partnership and may be bound by contractual agreements prohibiting knowledge sharing outside an alliance (Grewal et al. 2006; Weber 2004).

I do not wish to overstate my results; there are several limitations to this analysis. I follow the small world literature in focusing on the largest component in each foundry, which limits the generalization of my results. Certain characteristics of the projects, such as popularity of the project, may attract more developers, which makes it more likely to belong to the large component. Hence, my results are applicable to projects that belong in the large component and caution must be taken when generalizing them to other projects. I do not include projects that did not show any activity since inception until January 2006, which may lead to sample selection bias. Unfortunately, due to data limitations, I am not able to investigate this. The links between projects across foundries may act as conduits of knowledge flow which I am not able to capture. Although I have used several controls to account for unobserved heterogeneity, some unobserved heterogeneity may still exist, which may introduce bias into the results. I wish to address this problem by use of longitudinal data in future research.

Another limitation is that I do not consider the quality or content of the link or the attributes of the developers. Both these factors could influence the quality of the knowledge flow. Developers may vary in their absorptive capacity for knowledge, and this may influence their project’s success. Some projects may share several developers, which may have implications for knowledge sharing. Knowledge from some projects may be more relevant than knowledge from others. Furthermore, knowledge can flow between projects through other channels, such as developer interactions or learning from experience as a user of other software. It is also possible that for certain aspects of knowledge, ties across seemingly diverse technological platforms may provide potentially fertile information. Each of these limitations opens up an exciting area for future research.

Conclusions

I developed and empirically tested a theoretical basis for the impact of macro level properties of developer collaboration on members’ project success measured in terms of subsequent code development. This research makes several contributions. First, whereas previous networks research in OSS has examined the impact of a project’s network position on its success, this is the first study to analyze the impact of macro level properties of large scale networks on project success (Grewal et al. 2006). Second, it adds to the research on OSS that investigates relational properties among team members by analyzing those issues through a structural sociological lens (Stewart and Gosain 2006). Third, it adds to the research on OSS that investigates macro level structural properties by establishing a relationship between such properties and project success (Xu et al. 2005). Fourth, whereas previous research investigating OSS success has predominantly focused on project characteristics, this research establishes that the social capital of an OSS community is also an important indicator of project success (Chengalur-Smith and Sidarova 2003; Stewart et al. 2006; Lerner and Tirole 2002). Finally, it adds to the emerging small worlds literature by testing the small world phenomenon’s impact in a completely new context. Several interesting implications for the OSS community, as well as for firms investing in OSS, are discussed. Limitations of this research are discussed, which open up interesting avenues for future research.
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