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Abstract

Finding good algorithms for assessing the similarity of complex objects in ontologies is central to the functioning of techniques such as retrieval, matchmaking, clustering, data-mining, semantic sense disambiguation, ontology translations, and simple object comparisons. These techniques provide the basis for supporting a wide variety of business intelligence computing tasks like finding a process in a best practice repository, finding a suitable service provider or outsourcing partner for agile process enactment, dynamic customer segmentation, semantic web applications, and systems integration. To our knowledge, however, there exists no study that systematically compares the prediction quality of ontology-based similarity measures. This paper assembles a catalogue of ontology-based similarity measures that are (partially) adapted from related domains. These measures are compared to each other within a large, real-world best practice ontology as well as evaluated in a realistic business process retrieval scenario. We find that different similarity algorithms reflect different notions of similarity. We also show how a combination of similarity measures can be used to improve both precision and recall of an ontology-based, query-by-example style, object-retrieval approach. Combining the study’s findings with the literature, we argue for the need of extended studies to assemble a more complete catalogue of object similarity measures that can be evaluated in many applications and ontologies.
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Introduction

Susan is a consultant who just finished an intensive brainstorming session with a customer discussing a newly redesigned sales process. From her experience, Susan knows that analogies from other industries and companies oftentimes help to find unexpected solutions to a process design problem. Therefore, she decides to look up the relevant information in a (business process) best practice repository, which is organized as a big ontology. She formulates a query specifying a number of attributes and features of her process and some of its relationships. When executing the query, however, she is buried in hundreds of results…
This is a very typical situation. People querying databases oftentimes find themselves either buried in results to their queries or find no results whatsoever. A common approach to dealing with these problems is to rank the results of a query, in the case of too many answers, or return similar returns, when no precise matches to the query exist (Baeza-Yates and Ribeiro-Neto 1999; Brin and Page 1998). Both of these approaches require a measure of similarity between queries and answers. Finding a good measure of similarity is, thus, crucial for providing a good retrieval performance. But not only retrieval of objects profits from a good similarity measure. A variety of techniques, such as clustering, data-mining, semantic sense disambiguation, ontology translation, automatic database schema matching, and object comparison rely on good similarity measures. Furthermore, all of these techniques have a huge impact on practical business problems such as finding a process in a best practice repository, finding a suitable service provider or outsourcing partner for agile process enactment, dynamic customer segmentation, and systems integration. As a consequence, similarity prediction algorithms are a central element in the semantic web, artificial intelligence, or computer science researcher’s toolbox in order to build useful applications for everyday business use.

The increased use of ontologies for determining the semantic meaning of data raises the question of an appropriate similarity measure for the use with ontologies or semantically enhanced applications. Most semantic-web systems, however, use traditional logic approaches where corresponding objects are determined by perfect matches and similarity (as opposed to equivalence or subsumption) isn’t used as a concept. Humans, on the other hand, typically have little difficulty in determining the intended meaning of ambiguous words, expressions, or even complex objects, whereas it is challenging to replicate this process computationally. This paper investigates algorithms for determining the semantic similarity between complex (i.e., aggregated or compound) objects in an ontology, as there is reason to believe that the word-vector based similarity measures traditionally used in information retrieval are unsuitable for this purpose. In particular, it experimentally evaluates a number of adapted or existing computational measures (mainly taken from the computer linguistics and natural language processing domain) in a practical use scenario within a realistic application.

As such, the contributions of this paper are the following: First, it assembles a catalogue of similarity measures for the use in ontologies of complex objects by adapting measures from related domains such as natural language processing (NLP). Second, it compares the measures with each other in a large, real-world process ontology (with over 5,000 entries) finding, among other things, that different similarity algorithms reflect different notions of similarity. Third, the use of the similarity algorithms is evaluated within a practical process retrieval scenario, which shows how they can be used to improve recall and precision of an object retrieval query by extending the reach of a logically specified query with the use of similarity measures as well as ordering the returns of such a query. In addition, we will see how suitable the different similarity algorithms are for that purpose. Last but not least, we show that such a similarity-extended logic retrieval approach is superior to the pure keyword one in both precision and recall.

The paper is structured as follows: Next, we review the literature on object similarity and present the findings as a catalogue of ontology-based object similarity functions. Then, we provide a detailed explanation of our evaluation setup, present the results of the evaluations, and discuss limitations of the presented study. We close with a discussion of related and future work.

Semantic Similarity

The question of similarity is a heavily researched subject in the computer science, artificial intelligence, psychology, and linguistics literature. In particular the information retrieval literature has a long tradition of looking at measures for the similarity between documents (Baeza-Yates and Ribeiro-Neto 1999; Salton and McGill 1983). Those approaches typically take the single words (or word stems) of a document as features and operate on histogram-vectors thereof, usually ignoring the ontological relationships of the words.

There are essentially two ways to make use of the hierarchical ontology structure for determining the semantic similarity between objects in an ontology: the edge-based approach and the node-based approach. The traditional edge-based approach estimates the distance or edge length between nodes (Lee et al. 1993; Rada et al. 1989). The shorter the path from one node to the other, the more similar they are. The problem with this approach is that it relies on the notion that edges in a taxonomy represent uniform distances (i.e., it assumes that all semantic links are of equal weight). The newer node-based approaches (Resnik 1995; Resnik 1999) typically use information content measures or information about object-part relationships to determine the conceptual similarity. The similarity between concepts is determined by the extent to which they share information.

In this section we will present five different similarity measures, both node and edge-based, that are derived from the literature and are adapted to the context of comparing complex objects in an ontology. As complex objects we define entities with attributes,
attribute values, and relationships of which one might be a specialization (i.e., an is-a relationship denoting any type of subclassing). This definition subsumes both explicit ontologies such as WordNet (Miller et al. 1993), where the specialization relationship is explicitly defined using an explicit relationship, as well as ontologies, where this relationship is to be derived logically (e.g., using subsumption [Baader et al. 2003]). Consequently, we consider complex objects such as classes and instances in a semantic web ontology or a programming language, entities and records in a relational or object-oriented database, as well as any other compound data structure. For each of the measures we will briefly explain its source and how its adaptation to complex objects works.

**Ontology Distance**

The most intuitive similarity measure of objects in an ontology is their distance within the ontology. Obviously, *sparrow* are more similar to *geese* than to *whales*. They also reside closer in the typical biological taxonomies. The calculation of the ontology distance is based on the specialization graph of objects in an ontology. The graph representing a multiple inheritance framework is not a tree but a directed acyclic graph. In such a graph the ontology distance could be defined as the shortest path going through a common ancestor or as the general shortest path, potentially connecting two objects through common descendants or specializations. For the purposes of this study we decided to employ the former, common-ancestor based specification, which seems to better reflect the common sense understanding of the closeness of two objects in a taxonomy. The pseudo-code algorithm looks as follows:

1. gen_a = all transitive generalizations of the object A
2. gen_b = all transitive generalizations of the object B
3. from gen_a ∩ gen_b determine the most recent common ancestor (MRCA)
4. ontology distance = count the length of the path from A to MRCA to B

**Information-Theoretic Approaches**

The problem of the ontology distance is that it is highly dependent on the construction of the ontology. The measure is, therefore, highly dependent on oftentimes subjective ontology engineering decisions. To address this problem, researchers in the NLP domain have proposed measuring the similarity between two objects (in their case, words) in an ontology (i.e., WordNet) in terms of information-theoretic entropy measures (Lin 1998; Resnik 1999). Specifically, Resnik (1995, 1999) argues that an object (i.e., word) is defined by the members of the class specified. When using an explicit ontology like WordNet, the set of members is equivalent to the descendants (hyponyms) of an object (word). The information of a class is defined as the probability $P(.)$ of finding the particular set of descendants, its entropy as the negative log of that probability. Similarity is now defined as

$$\text{sim}(A,B) = \frac{2 \times \log P(\text{MRCA}(A,B))}{\log P(A) + \log P(B)},$$

where MRCA is the most recent common ancestor of classes A and B. Intuitively, this measure specifies similarity as the probabilistic degree of overlap of descendants between two objects. Modeling his evaluation on an experiment by Miller and Charles (1991), which uses human subjects to rate the similarity between 30 noun pairs, Resnik shows that this information theory based method provides significant improvement (correlation 0.79) over traditional edge methods (correlation 0.60) when used in WordNet. We can directly reuse this approach for complex objects resulting in the following algorithm:

1. $U =$ the total number of objects
2. Find the most recent common ancestor (MRCA) of A and B
3. $P(A) = \text{number of specializations of A} / U$
4. $P(B) = \text{number of specializations of B} / U$
5. $P(\text{MRCA}) = \text{number of specializations of MRCA} / U$
6. $\text{sim}(A,B) = \frac{2 \times \log P(\text{MRCA}(A,B))}{\log P(A) + \log P(B)}$

**Vector Space Approaches**

Vector space models are very common in information retrieval (Baeza-Yates and Ribeiro-Neto 1999; Salton and McGill 1983) and machine learning (Mitchell 1997). They represent each object as a vector of features in a k-dimensional space and compute
the similarity by measures such as cosine or Euclidean distance. We adapted the vector space model to the complex object setting by representing it as a k-dimensional vector. Here k is the number of unique object attributes or relations (having the same value) of the object and the length of the kth component of the vector is associated with the object part frequency in the objects. The similarity between two objects’ vectors is now simply defined as their inner product. The pseudo-code algorithm is:

1. Determine vector x from the object parts of A
2. Determine vector y from the object parts of B
3. sim(A,B) = |xy| / ( |x| * |y| )

As an example, consider the object chair, which has four legs and one back to which it has a has-part relation as well as a room office to which it has a is-in relation. The chair vector [4, 1, 1] would represent the chair in the space with the dimensions [has-part_legs, has-part_back, is-in_office]. Clearly, this type of “vectorization” is problematic as it, for example, does not capture that the dimensions has-part_legs and has-part_back are (semantically) closer related to each other than to is-in_office. However, it has the advantage of being computationally cheap. We, therefore, decided to use this measure as one option out of a whole set of possible vectorizations. An exhaustive study of complex object similarity measures would have to consider other vector space encodings as they are investigated in the propositionalization of relational machine learning problems (Dzeroski and Lavrac 2001) and is beyond the scope of this paper.

**Edit Distance (Levenshtein Distance)**

The similarity between strings is often described as the edit distance (also called the Levenshtein distance [Levenshtein 1966]), the number of changes necessary to turn one string into another. Here a change is typically defined as either the insertion of a symbol, the removal of a symbol, or the replacement of one symbol with another. In our case, we do not need to compare strings but objects. Therefore, we calculate the number of transformation steps needed to turn one object into another object. In other words, we count the number of insert, remove, and replacement operations of attributes, attribute values, relationships, or relationship types. In a first version we assume equal costs (=1) for each of the transformations. In an alternative implementation, we weigh each transformation type with a value that represents the “real” costs. For example, is the replacement transformation comparable with a deletion procedure followed by an insertion procedure? Hence, we could argue that the cost function c would have the following behavior:

\[ c(\text{deleting}) + c(\text{inserting}) \geq c(\text{replacing}) \] (2)

Using this assumption we calculate the worst (i.e., most costly) case for a transformation from A to B by replacing all object parts of A with object parts of B, then deleting the rest of the object parts of A, and inserting additional object parts of B. The worst case cost is then used to normalize the edit distance to a similarity. The overall algorithm looks as follows:

1. Determine parts (attributes/relationships) of A
2. Determine parts of B
3. Compute number of transformation steps (replace, insert, delete) from A to B
4. Compute worst case cost for the procedure
5. Relative edit distance = (number of transformation steps) / (worst case costs)

**Full-Text Retrieval Method**

Probably the most often-used similarity measure comes from the information retrieval literature and compares two documents by using a weighted histogram of the words they contain (Baeza-Yates and Ribeiro-Neto 1999; Salton and McGill 1983). Specifically, the term frequency and inverse document frequency measure (short TFIDF) works as follows: it counts the frequency of occurrence of each term in a document in relation to the term’s occurrence frequency in a whole corpus of documents. The resulting word counts are then used to compose a weighted term vector describing the document. The similarity between two documents is now computed as the cosine between their respective weighted term vectors.

In our case we created a (text) document for each object in the ontology. Every document contained the object name, its attributes, and a brief description of its relationships (similar to the descriptions shown in Figure 1). We then used an off-the-shelf algorithm to compute the similarity of these documents (McCallum 1996).
Alternatively, we could have evaluated the measures’ usefulness against a “gold standard” of object similarity, which is beyond the scope of this paper. Such an evaluation is typical in the NLP domain (Budanitsky and Hirst 2001; Jarmasz and Szpakowicz 2001), where the focus lies on word similarity rather than object similarity.

Figure 1. Two Example Process Pairs

Application-Oriented Evaluation

The similarity measures introduced above provide a first catalogue of candidates for an ontology-based similarity metric. All of them have been used in some form or another in other domains and, therefore, have the potential of being useful in the semantic-web domain. In order to assess their usefulness, however, we need to compare the measures in the context of a real-world ontology and evaluate them in an application for similarity measures. To that end we designed both a statistically sound comparison and an ontology retrieval experiment, which we will discuss in the remainder of this section.

Similarity Measure Comparison in a Real-World Ontology

To evaluate the similarity measures, we chose object pairs from an ontology and looked how the various measures correlated. As the underlying ontology we chose the MIT Process Handbook ontology (Malone et al. 2003; Malone et al. 1999), which contains over 5,000 organizational processes and has been carefully developed for over 10 years. The ontology has a number of advantages. It treats a real-world usage domain to which everybody can relate. Each process in the ontology has a variety of relationships to attributes, subprocesses, exceptions, etc., and also has a detailed textual description, providing multiple types of information about the processes. Finally, the ontology has been used (and validated) in many projects (Malone et al. 2003) and treats a domain of interest to information systems researchers. Unfortunately, the Process Handbook is sometimes confusing in that it, like WordNet, doesn’t distinguish between instances and classes. We selected 20 process pairs from the Process Handbook. The process pairs were chosen semi-randomly. In other words we restricted the choice as follows: All chosen processes should have at least one specialization in order to allow the information-theoretic similarity measure to work. Furthermore, we ensured that at least some of the pairs would have ancestor/descendant relationships with each other.

1 Alternatively, we could have evaluated the measures’ usefulness against a “gold standard” of object similarity, which is beyond the scope of this paper. Such an evaluation is typical in the NLP domain (Budanitsky and Hirst 2001; Jarmasz and Szpakowicz 2001), where the focus lies on word similarity rather than object similarity.
As an example consider the process pairs in Figure 1. Both pairs show similar processes in the domain of human resources. The process pair (a) compares the process of hiring employees (i.e., work for money) with the process of “acquiring” labor not for money (e.g., finding volunteer workers). Note that they share some subprocesses, such as “identify potential sources,” while others (such as “pay employee”) are unique to one of the processes. The process pair (b) compares the “acquisition” of labor with the promotion within an organization. All three processes are also shown in Figure 2, which depicts an excerpt of the specialization relationships within the Process Handbook ontology, where the relevant processes are in boldface (and quite a few processes are hidden). Given this information about the ontology, we can compute the similarities between the process pairs. The absolute edit distance in both process pairs is the same (4). The vector similarity is slightly higher for the pair b) (0.676) than for the pair a) (0.507). This correlates with the similarity assessment of the information theory finding (b): 0.867; (a): 0.542 and the ontology distance (b): 2; (a): 8). These similarity assessments seem intuitively correct, as they reflect the absence of money in the bottom vs. the top pair.

To assess the quality of the similarity algorithms beyond the example given above, we compared their assessments for each of the chosen process pairs. This turned out to be a non-trivial task. First, some algorithms provided nominal predictions; others generate assessments on an ordinal scale. Second, the prediction of some algorithms was nonlinear, complicating their comparison using traditional correlations. We, therefore, compared each pair of assessments using the corrected Spearman correlation coefficient $r_s$, which compares bindings (corrected ranks) of assessments rather than absolute values addressing both issues (Sachs 2002). This coefficient compares two paired sets by assigning each number a binding rank with respect to its set and provides a number $r_s$ between –1 and 1, where 1 represents perfectly correlated sets, –1 inversely correlated sets, and 0 completely uncorrelated sets. Typically values of $r_s \geq 0.5$, respectively $r_s \leq -0.5$, are taken as some indication of (respectively, inverse) correlations and values of $r_s \geq 0.6$, respectively $r_s \leq -0.6$, as good indication of correlations. In other words, we took each series of similarity assessment and compared it to every other assessment using the corrected Spearman rank correlation.

Figure 2. Ontology Excerpt Containing Specialization Relationships of a Partial View of the “Acquire” Branch  
(Note that many elements have been removed to allow the inclusion of the figure)
Even though the vector space assessment mechanism correlated significantly with both groups, we decided to include it in the second group, as its correlation with that group is higher.

Table 1. Corrected Spearman Rank Correlations between the Similarity Assessment Methods

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>O</th>
<th>I</th>
<th>V</th>
<th>E</th>
<th>W</th>
<th>T</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ontology Distance (O)</td>
<td>1</td>
<td>−0.93**</td>
<td>−0.70**</td>
<td>0.49</td>
<td>0.65*</td>
<td>−0.58*</td>
</tr>
<tr>
<td>Information Theory (I)</td>
<td>1</td>
<td>0.60*</td>
<td>−0.37</td>
<td>0.65*</td>
<td>0.57*</td>
<td></td>
</tr>
<tr>
<td>Vector Space (V)</td>
<td>1</td>
<td>−0.91**</td>
<td>−0.99**</td>
<td>0.75**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Edit Distance (E)</td>
<td>1</td>
<td>0.95**</td>
<td>−0.64*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weighted ED (W)</td>
<td>1</td>
<td>−0.7**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TFIDF (T)</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**p = 0.001; *p = 0.01

Table 1 shows the resulting coefficients. We can discern two groups of methods. The first group, consisting of the ontology distance and the information theory has an absolute rs of 0.93 (i.e., its similarity predictions correlate highly). The second group, consisting of the two edit distances, the TFIDF measure, and the vector space model, has an average absolute rs of 0.82 (or 0.95 without TFIDF). Both groups seem to have an underlying structure. The first group of measures, the information-theoretic approach and the ontology distance, are oriented toward the location of a process in the ontology: the information-theoretic approach through its reliance on the processes’ descendants, which are likely to be more common for closer objects, and the ontology distance by the direct count of the closeness in the ontology. Also, these two measures did correlate in the NLP experiments (Resnik 1999). The second group of measures, the two edit distances and the vector model, largely focus on the objects’ parts, i.e., their attributes and relationships (especially the subprocesses). The correlation between the two edit distances is to be expected; essentially they only differ in the weights. The vector space model is highly similar in that it builds a vector from the parts and uses the similarity between those vectors to assess similarity. To a certain degree the TFIDF measure also reflects the focus on objects’ parts, as their names are included in the objects’ full-text descriptions (see Figure 1) and as such implicitly get taken into account when computing the similarities.

We have found that the similarity measures indeed capture a sense of object similarity in an ontology. One group of measures captures the object’s position within the ontology, essentially using the quality of the ontology structure as a measure for similarity. The second group practically ignores the ontology but relies on the object’s structure as a measure for similarity. Only the TFIDF measure indirectly combines both approaches by implicitly including some ontology structure: some attributes and their values are inherited down the hierarchy, are passed from classes to their subclasses, and, hence, included in the textual description of both. This finding shows us that the similarity measures follow an intuitively comprehensible rationale. We do, however, still have to show that they can be useful in practical applications. We will address this issue in the next subsection in the context of ontology-aided object retrieval, a central task in applications such as the semantic web or best practice repositories.

**Similarity Measure Evaluation in Ontology-Aided Object Retrieval**

To answer the question about the usefulness of similarity measures, we decided to put them to use in a practical application scenario. Susan’s—our consultant’s—task of finding a novel sales process provides the frame for that evaluation. In particular, what if Susan were to be looking for a sales process in which customers are contacted electronically over the Internet? Such processes are very common. Online retailers such as Amazon use them every day. Susan, however, needs to find a sales process that avoids creating an untrustworthy impression on potential and current customers through unsolicited messages by considering opt-out lists. Recall that we treat complex objects and not full-text documents. Hence, Susan searches a database of processes encoded as structured data. Given this scenario, we picked a suitable retrieval technology and evaluated how similarity measures could be used to improve both its recall and precision on queries that Susan might pose.

---

5Even though the vector space assessment mechanism correlated significantly with both groups, we decided to include it in the second group, as its correlation with that group is higher.
The Base Retrieval Technology: Process Query Approach

Current technology for process retrieval has been extensively reviewed by Klein and Bernstein (Bernstein and Klein 2002; Klein and Bernstein 2004). **Keyword-based** retrieval methods rely on technology traditionally used by Web search engines (Baeza-Yates and Ribeiro-Neto 1999; Brin and Page 1998; Salton and McGill 1983) to search ontologies. These approaches typically achieve fairly high recall but low precision, as keywords are a poor way to capture the semantics of a query or item. **Table-based** approaches (Devanbu et al. 1991; Karp 2000; Fernandez-Chamizo et al. 1995; Fugini and Faustle 1993; Henninger 1995) use attribute value pairs describing the properties of an item. Both items and queries are described as tables: matches represent items whose property values match those in the query. The usefulness of these approaches is limited, however, because of the impoverished range of information typically captured by table-based service models. In **deductive retrieval** (Chen et al. 1993; Kuokka and Harada 1996; Meggendorfer and Manhart 1991), service properties are expressed formally using logic. Retrieval then consists of finding the items that can be proven to achieve the functionality described in the query. This approach, however, faces two very serious practical difficulties: it can be prohibitively difficult to model the semantics of non-trivial processes using formal logic and the proof process implicit in this kind of search can have a high computational complexity, making it extremely slow (Meggendorfer and Manhart 1991). Last, **structure-based** approaches, which Klein and Bernstein propose themselves (Bernstein and Klein 2002; Klein and Bernstein 2004), allow specifying queries using an ontology. They find that this last approach has excellent recall characteristics without the precision penalty, which is indigenous to keyword-based approaches. Furthermore, it is shown to have acceptable computational complexity and encompass the properties of table-based queries. Given those findings, we chose to use this last approach as a basis for our investigation.

The proposition of Klein and Bernstein is to employ a process query language (PQL) to pose queries for evaluation against a process ontology. The process query language essentially allows the composition of process fragments that result in a query-by-example style specification of the sought-after processes. In Susan’s case we could assume that she would compose two queries shown as PQL and as keyword equivalents (see Table 2).

| Query 1 | PQL:  
| Find all sales processes that inform their customers over the Internet | (ATTRIBUTE “Name” OF ?process INCLUDES “sell”) \( \lor \) (RELATION ?process HAS-PART ?subtask *) \( \lor \) (ATTRIBUTE “Name” OF ?subtask INCLUDES “inform customer”) \( \lor \) (ATTRIBUTE “Mechanism” OF ?subtask INCLUDES “internet”)  
| **Keywords**: “sell inform internet” |  
| Query 2 | PQL:  
| Find all sales processes that inform their customers over the internet and allow them to avoid unwanted solicitations using opt-out lists | (ATTRIBUTE “Name” OF ?process INCLUDES “sell”) \( \lor \) (RELATION ?process HAS-PART ?subtask *) \( \lor \) (ATTRIBUTE “Name” OF ?subtask INCLUDES “inform customer”) \( \lor \) (ATTRIBUTE “Mechanism” OF ?subtask INCLUDES “internet”) \( \lor \) (RELATION ?subtask HAS-EXCEPTION ?exception) \( \lor \) (ATTRIBUTE “Name” OF ?exception INCLUDES “unwanted”) \( \lor \) (RELATION ?exception IS-AVOIDED-BY ?handler) \( \lor \) (ATTRIBUTE “Name” OF ?handler INCLUDES “opt-out”)  
| **Keywords**: “sell inform customer internet unwanted opt-out” |  

| Table 2. Full-Text, Keyword-Based, and PQL Queries Used for Evaluation  
(Variables in PQL queries are denoted with a question mark “?”) |  
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Query 1</td>
</tr>
<tr>
<td><strong>Keywords</strong>: “sell inform internet”</td>
</tr>
<tr>
<td>Query 2</td>
</tr>
<tr>
<td><strong>Keywords</strong>: “sell inform customer internet unwanted opt-out”</td>
</tr>
</tbody>
</table>
As we can see, query 1 is looking for sales processes that inform their customers over the Internet and query 2 adds an additional constraint of the “opt-out” list. In order to evaluate the performance of the query mechanism, we needed a coding of all 5,000 entries in the Process Handbook database as either answers (true positives) or not (true negatives) with respect to those two queries.

When running both the PQL and the keyword-based query, we find the following results. For query 1, PQL finds 17 returns of which two are correct answers and one correct answer is missing, a TFIDF-based query engine finds the true answers at the 8th, 86th, and 233rd position resulting in poorer precision and only eventually better recall. When running query 2, PQL finds two returns (both of which are correct answers) resulting in a perfect precision but a limited recall of two-thirds. The TFIDF-based algorithm finds the returns at the 3rd, 16th, and 101st position, again resulting in poorer precision and only eventually better recall. These findings essentially reflect those of Klein and Bernstein, the main difference being a new addition to the ontology.

Improving Recall: Similarity-Based Result Set Extension

We first address how we could use the similarity measures to improve the recall performance of PQL without degenerating its precision too much. Assuming that the PQL query would find at least some true positive returns, one could argue that the rest of the correct answers should be similar to the returns already found. Consequently, we decided to rank the remaining processes in the ontology in decreasing similarity to the ones found by the PQL query. In other words, we took the set of answers \( \mathcal{A} \) returned by the PQL query and gave each of those a score of 1. We then calculated the score of the remaining entries in the ontology \( \mathcal{R} \) by using the maximum (or average) similarity to all elements of \( \mathcal{A} \). Thus the rank of \( r \in \mathcal{R} \) is determined by either the maximum or average of \( \{ \forall a \in \mathcal{A}: \text{similarity}(a,r) \} \). The recall of the resulting ranked returns for query 1 can be found in Figure 3 together with the original PQL and keyword-based retrieval approaches. Query 2 has analogous results. Note that we couldn’t use the information-theoretic measure for these experiments, as it requires each element compared to have descendants, which is not given for leaves of the ontology—a property shared among all true (positive) answers.

As is clearly visible, the traditional keyword-based TFIDF approach provides the poorest recall performance up until the 86th returned object, where it attains the same level as PQL, which only returns 17 objects. The recall enhancing PQL methods attain the same recall as PQL until the 17th returned object. There, the recall enhancements based on the maximum similarity with either the (weighted or unweighted) edit and the vector distance immediately climb to 100 percent recall. In other words, the first element outside the PQL result set is found to be the missing true positive. As a consequence, we can argue that the above mentioned assumption of the similarity between the objects in the answer set \( \mathcal{A} \) and the third true positive seems to be true. As the figure also shows the other similarity-enhanced methods follow to the 100 percent recall between the 20th and 59th returned object (20th—ontology distance max, 25th—ontology distance avg, 37th—vector distance avg, 58th—edit distance avg, 59th—weighted edit distance avg), whereby the methods based on average similarity are clearly outperformed by those based on maximum similarity. Summarizing, we can state that our approach for enhancing recall has clearly worked on the example queries and seems to merit further investigation.

Figure 3. Recall of Traditional Keyword-Based, PQL, and Similarity Enhanced PQL Approaches for Query 1
Improving Precision: Similarity-Based Result Set Ordering

Given our success in enhancing recall, we devised methods for using object similarity measures for reordering the PQL result set with the goal of enhancing retrieval precision. Again we based our approach on the assumption that the result set returned by the PQL method contained some information about the nature of the true answers to Susan’s question. As a consequence, we took the elements in the answer set \( \mathbb{A} \) and ordered it by the maximum (or average) similarity to the other elements in \( \mathbb{A} \). Thus the rank of \( a \in \mathbb{A} \) is defined as maximum (or average) of \( \{ \forall b \in \mathbb{A}; a \neq b : \text{similarity}(b,a) \} \). As an additional measure we decided to order the elements of \( \mathbb{A} \) by their keyword-based TFIDF score.

The results of this precision analysis for query 1 can be found in Figure 4, which clearly shows that precision can be substantially improved with the suggested approach. As a baseline, we have to take the pure PQL results, which are represented as the fat red line at a precision of 0.118. Note also, that PQL returns 17 answers to the query, at which point almost all methods meet as they base on the original PQL query. It is clearly visible, however, that some methods, such as the average TFIDF (shown as brown with diamonds), ontology (green with circles), or vector (blue with squares) similarity enhanced PQL methods, successfully order the returns to increase precision. Summarizing, we find that similarity measures, again, showed their capability to improve retrieval performance—in this case, precision—of complex objects in ontologies. Given the already perfect precision of query 2 we omit its discussion here.

Combination: An Improved Similarity-Aided Object-Retrieval Approach

So far we have shown that similarity measures between complex objects can be successfully used to increase the precision as well as the recall of a successful ontology-based object retrieval method. Obviously, those two approaches can be combined to result in an overall well-performing retrieval method, in which the elements in the answer set \( \mathbb{A} \) are ranked according to their average ontology distance or TFIDF similarity and the ones in \( \mathbb{R} \) are ranked (for example) by their edit distance similarity. The result of this combination should be an overall well-performing retrieval mechanism. The remaining question is how to choose the best overall performing similarity measures for the ranking. In the information retrieval literature, combinations of precision and recall are typically evaluated using the \( F \)-measure—the harmonic mean of precision and recall—or the \( E \)-measure\(^6\) (see Baeza-Yates and Ribeiro-Neto 1999, p. 82). Both measures assume that the tradeoff between precision and recall made by the users of the system is known at the time of the analysis; the \( F \)-measure weighing them equally, the \( E \)-measure using a parameter to determine

\(^6\)Calculated as \( 1 – (1 + b^2) / (b^2/\text{recall} + 1/\text{precision}) \), where \( b \) provides a weight of precision versus recall.
the weight of the tradeoff. As we do not precisely know the weight given to either precision or recall, we draw on the receiver operating characteristic (ROC) analysis, which has recently gained usage in the machine learning literature (Provost and Fawcett 2001). ROC curves graph the false positive rate versus the true positive rate of a classification or retrieval operation. As such, the curves, which are limited to the space between [0,0] and [1,1], allow the comparison of different retrieval mechanisms regardless of the cost of false positives or false negatives and the distribution of the true positives in the underlying dataset.

Consider, the ROC curves for our retrieval methods in Figure 5. As we can see, all of the methods’ curves are in the upper left half of the graph. This is a good sign, as the perfect method would show as a curve from the origin [0,0] through [0,1] to [1,1], while the random method would lie on the diagonal providing a baseline. The closer to the ideal curve, the better the method. Hence, the method’s quality is oftentimes measured as the area under the ROC curve. As we can see, some of our methods perform very well. The maximum edit distance enhanced PQL method (highlighted with empty squares), for example, follows the y-axis very closely until about 0.3, then steps to [0.1, 0.3] and [0.1, 1] before it reaches [1,1]. Some other methods, such as the average ontology distance (empty circles), clearly outperform it between x = 0 … 0.1, but fall short after that region. This shows how the ROC curves capture the two methods’ performance with regard to precision and recall, where the maximum edit distance method outperformed the average ontology distance in the recall evaluation and vice versa: in ROC curves, the relationship between the cost false positives and false negatives determines the incline of a line. The method whose tangent to that line lies closest to [0,1] is the optimal under the given cost relationship. In our example, the incline, thus, essentially captures the weight given to precision and/or recall. As Provost and Fawcett (2001) show, an overall optimally performing method can, therefore, be constructed by combining the methods that together establish the convex hull (shown fat with triangles).

Summarizing, we have seen that the similarity measures for complex objects as introduced above can indeed be used to improve retrieval performance of objects as well as provide the basis for constructing a combined, overall well-performing method.

Limitations

The above evaluation illustrates how similarity measures can be used to improve both precision and recall of complex objects in an ontology. As such, it fulfills the goal that we set ourselves to show the usefulness of the similarity measures both through a comparison within a realistic ontology and in the context of an application. Nevertheless, there are limitations to the evaluation. First, and concerning both evaluations shown, the limitation on one ontology might limit the generalizability of the results. Budanitsky and Hirst (2001), for example, state that the differences in retrieval performance found in various NLP publications might stem from the different versions of WordNet used as the underlying ontology. As such, our evaluation needs to be extended to include other ontologies before a general statement can be made. But even in its current form, our findings on the different notions of similarity and methods for extending current object retrieval methodologies with object similarity measures are highly
likely to generalize to other domains, as some of the similarity measures have been adopted from other domains where they have been used successfully in the context of various ontologies. Second, and concerning the retrieval evaluation (only), our limitation on two queries hampers validity to queries in general. While we will have to address this concern with broader evaluations in the future, we believe that findings from other domains showing the usefulness of similarity measures for retrieval of text documents or for clustering feature vectors should generalize to the use of similarity measures of complex objects supporting our illustration in an object or process retrieval application. Third, our repertoire of similarity algorithms is far from complete. It presents but a first version of a framework which we intend to extend significantly. Notable exceptions, for example, are graph or tree-based similarity algorithms (Guha and McCool 2003; Jonyer et al. 2001; Melnik et al. 2002; Palopoli et al. 2003; Roddick et al. 2003; Wang et al. 1999). Last, we did not evaluate the computational performance of the algorithms—an issue we need to address in future work.

**Related and Future Work**

Most closely related, Rodriguez and Egenhofer (2003), similar to Fridman Noy and Musen (1999), present an approach to computing semantic similarity that accounts for differences in the levels of explicitness and formalization of different ontologies. They combine three similarity measures in order to detect similar classes across ontologies and find that the combination of word and semantic-neighborhood matching obtains best recall and precision rates, whereas combining word matching with feature matching results in increasing precision, but decreasing recall. Each measure on its own is insufficient for cross-ontology evaluations. This is similar to our finding that the best retrieval performance is likely to be found by combining different measures. Given their focus on comparisons across ontologies, however, it is difficult to compare our results.

Di Noia et al. (2003) compare a human-based ranking of 12 items with the returns of a description logic-based retrieval engine, which attains imprecise matching by relaxing query constraints. This is similar to using an ontologized edit distance for ranking retrieved objects. They find the automated rankings show good correspondence to the average human subject’s assessment and refer to ongoing large-scale experiments for further details. Their work differs from ours in that they do not compare their ranking method with any other similarity measures, preventing a comparison with the methods we presented. Nonetheless, in future work we also intend to evaluate retrieval performance with human subjects.

Ouzzani and Bouguettaya’s (2004) propose and implement a generic approach for optimally querying Web services using their input/output parameters, whose sole use for retrieval has been shown to be problematic (Klein and Bernstein 2004). They don’t report any evaluation of their approach. Nevertheless, their study shows the big impact good similarity measures might have on practical applications.

Focusing on a real-world application in the domain of bioinformatics, Lord et al. (2003) found that sequence similarity of proteins correlated well with Resnik’s information-content-based similarity operating on protein annotations. Using the semantic measure, they generated a ranked list of semantically similar proteins to enhance recall. Their main problem was that many of the results had identical similarity values and can, therefore, not be ranked appropriately. We believe that the use of a more fine-grained similarity algorithm could help to address this issue (e.g., by sorting similar ranked items as we did in the recall experiment).

The NLP literature provides a large group of related work focusing on word rather than object similarity. Motivated by Resnik’s study, a number of papers describe improvements to his information-theoretic measure. Wu and Palmer (1994) focus on the semantic representation of verbs in computer systems and find those measures well applicable in the field of machine translation. Jiang and Conrath (1997) propose a combined edge-counting and node-based method that outperforms either of the pure approaches. This hints at the usefulness of different or combined similarity algorithms for different notions of similarity, just as we found it when constructing the combined precision and recall enhancing method. Furthermore, Budanitsky and Hirst (2001) evaluate five measures of semantic relatedness in a real-world malapropism detection and spelling correction system. They show that malapropism detection proves to be an effective approach for evaluating similarity measures and that there are considerable differences in the performance of the measures. These studies, thus, support our finding that there are different notions of similarity and, therefore, that different semantic similarity measures aren’t equally suitable for all applications.

A number of studies explore similarity measures in general. Lin (1998) explores an information-theoretic measure of similarity that relies on a probabilistic model of the application domain, which makes it problematic for smaller ontologies. Roddick et al. (2003) propose a graph-based approach that determines the semantic distance between objects through a traversal distance, weighted arcs, and transition costs. They show that their approach can be simplified to straightforward enhancements to standards such as SQL.
Already in the late 1980s concept-based retrieval systems were proposed to enhance the precision and recall of text documents. In Giger’s (1988) study, for example, users enter queries as keywords and a concept space (derived from a corpus) together with a cosine/entropy-based similarity function are used to improve retrieval performance. The focus of that stream of research on documents rather than complex objects differentiates it from our study.

Cohen’s (2000) WHIRL system uses a TFIDF-based similarity operator to enhance a relational database system allowing similarity-based joins. WHIRL illustrates the power of similarity functions in a context of structured objects (in his case, database relations). It differs from our approach in that WHIRL compares attributes of database records for joins, whereas we compare the similarities of whole complex objects (e.g., database records).

Summarizing, we can say that the study of similarity measures has been found to be an important subject of research in many domains of computer science and information systems. Its impact in some of the domains such as NLP and information retrieval cannot be overstated. Some of the more recent studies also show that similarity measures for objects are likely to have a similar impact on practical application domains such as the semantic web, Web-service discovery, object-retrieval, or the use of best practice repositories. Much work remains to be done. Our catalogue of similarity measures should be extended with other candidates mentioned in this section and beyond. Furthermore, we need to address the limitations of our evaluation by extending it to more queries, evaluating them in differing ontologies, and comparing their assessments to human subjects. Last but not least, we intend to compare the usefulness of the similarity measures in other applications such as clustering, ontology construction, and others.

Conclusions

In this paper, we argued that similarity measures between complex objects in ontologies, a central component of techniques such as clustering, data-mining, semantic sense disambiguation, ontology translation, and simple object comparison, deserve more attention given their foundational value for business-relevant computing tasks like finding processes in best practice repositories, finding a suitable service provider or outsourcing partner for agile process enactment, dynamic customer segmentation, and systems integration. We assembled a catalogue of five algorithms (one of which was presented in two versions) and compared them to each other within a large, real-world best practice ontology as well as evaluated them in a realistic business process retrieval scenario. We found that different similarity algorithms reflect different notions of similarity, which arise from the comparison of complex objects rather than documents (as bags of words) or feature vectors. This intriguing finding hints at the importance of people’s cognition of object similarity, which, like the algorithms’ similarity assessments, might have several aspects and, as such, warrants further explorations. We also showed how a combination of similarity measures can be used to improve both precision and recall of an existing object-retrieval approach providing a notion of practical applicability of the similarity measures found and ultimately helping practitioners such as Susan in a practically relevant task. This study provides a first investigation of similarities in ontologies. Nevertheless, the task of understanding similarity in ontologies is far from over. To that end, both technical work on better, feature-combining, and ontology-adapting similarity assessment algorithms as well as behavioral studies exploring people’s understanding of similarity and their use of similarity-based features are needed.
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