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Abstract

The objective of this research is to address the acute privacy challenge of protecting children’s online safety by proposing a technological solution to empower parental control over their child’s personal information disclosed online. As a preliminary conceptual investigation, this paper draws on the social, psychological, and legal perspectives of privacy to derive three design principles. We propose that, the technical systems for protecting children’s online privacy (a) should protect children’s personal information online while enabling their access to appropriate online content, (b) should maximally facilitate parental involvement of their children’s online activities, and (c) should comply with legal requirements in terms of notice, choice, access and security. This study reported here is novel to the extent that existing IS research has not systematically examined the privacy issues from the VSD perspective. We believe that, using the groundwork laid down in this study, future research along these directions could contribute significantly to addressing parental concerns for children’s online safety.
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Résumé

L’objectif de cette recherche est d’aborder le défi du respect de la vie privée et de la sécurité des enfants sur internet en proposant une solution technologique pour renforcer le contrôle parental sur les renseignements personnels de leurs enfants qui sont disponibles en ligne. Dans une étude conceptuelle préliminaire, ce papier s’appuie sur les perspectives sociale, psychologique et juridique de la vie privée pour de tirer trois principes de conception.

1 Introduction

The number of children accessing the internet is constantly on the rise and protecting their privacy is becoming a major challenge. By nature, children’s ability to thinking critically is limited due the stage of their cognitive skills developmentally, and they are more naïve in their decisions. For instance, nearly half of teens (47%) are not worried
about others using their personal information on the Internet (WWK 2007). Operators online exploit this factor by luring children to attractive prizes, games, gifts and offers in exchange of their personal information or their parents’ information. Unsurprisingly, parents and advocates voice great concerns regarding the privacy loss of children because of the interactive features of online marketing (Youn 2005). Furthermore, Internet is even to be blamed for the rise in child porn as the offenders have the resources to remain anonymous online while children reveal their information (BBC 2004).

In the context of information privacy protection, Fair Information Practice (FIP) principles have served as a set of global principles which guide privacy regulation and industry practices (FTC 2000). FIP principles are a set of normative standards including the stipulations that individuals be given: *notice* that their personal information is being collected, *choice* with regard to use of their information, *access* to personal data records, and *security* for these data records (FTC 2000). Particularly, FIP principles are global standards for the ethical use of personal information and are at the heart of US industry guidelines and privacy laws, and European Union privacy directives (Culnan and Armstrong 1999).

To address the acute challenge of protecting children’s online privacy, in 1998, the U.S. Congress enacted the Children’s Online Privacy Protection Act (COPPA) to implement the FIP principles. COPPA applies to any operator of a website or online service that is directed to collect personal information from a child under the age of 13. Unfortunately, the enforcement of FIP principles through the COPPA has not been effective enough, which has resulted in web operators getting civil penalties due to violating the FIP principles. The largest penalty that the FTC has ever obtained in a COPPA case was the social networking website, Xanga.com which violated the *notice* principle by collecting personal information from children under the age of 13 without first notifying parents and obtaining their consent (FTC 2006). The company has been ordered to pay $1 million in a settlement with the Federal Trade Commission (FTC) for violating the COPPA (FTC 2006). A more recent case was filed against Imbee.com which enabled more than 10,500 children to create accounts by submitting their first and last names, dates of birth, personal e-mail addresses, gender, user-names and passwords prior to the site’s providing *notice* to parents or obtaining their consent (FTC 2008).

Those COPPA violation cases raise challenges for the FIP enforcement: making sure that all websites abide by the rule is a difficult task which cannot be achieved by relying on website operators alone. Protecting children’s innocence and at the same time protecting their privacy remains a huge social-technical challenge (FTC 2007). The objective of this research, therefore, is to address such challenge by discussing children’s online privacy as a social, technical, and policy issue; outlining the technical and social dimensions of protecting children’s online safety without overly constraining their freedom to engage in appropriate online activities; and justifying the need for a common understanding for designing for children’s online privacy.

In what follows, we first introduce the theoretical and methodological framework for our research, describing Value Sensitive Design (VSD) method that derives our design principles. Then we present the state of the art by discussing existing solutions for addressing online privacy in general and for addressing particular concerns pertaining to children’s online privacy. This is followed by a brief discussion of our research plan for the technical investigation and empirical evaluation. We close by arguing that the VSD framework offers unique promise for addressing children’s online privacy.

## 2 Privacy as a Design Value

Value sensitive design (VSD) is an approach to the design of information and computer systems that accounts for human values in a principled and comprehensive manner throughout the design process (Friedman 2004; Friedman et al. 2006). It is particularly useful for our research because such method emphasizes values with moral import such as privacy and trust (Friedman 2004; Friedman et al. 2006). This design method embeds explicit values choices, documents those choices, and thus enables adoption and alteration of technologies to be informed choices for the appropriate social context (Camp and Connelly 2007).

As Camp et al. (2007) pointed out, the sheer complexity of understanding a value as amorphous as privacy has been a challenge in applying VSD. In fact, the difficulty in defining common ground of privacy will likely become more pronounced in the next few years. According to a 2007 study sponsored by the National Research Council (NRC 2007), the relationship between information privacy and society is now under pressure due to several factors that are “changing and expanding in scale with unprecedented speed in terms of our ability to understand and contend with their implications to our world, in general, and our privacy, in particular.” Factors related to technological change
As shown in Figure 1, VSD adopts a tripartite methodology by systematically integrating and iterating on three types of investigations (Friedman 2004; Friedman et al. 2006): conceptual investigations comprise philosophically informed analyses of the central constructs and issues under investigation; technical investigations focus on the design and performance of the technology itself; empirical investigations focus on the human responses to the technical artifact. In this paper, we offer our initial start at a conceptual investigation based on three main perspectives from which the notions of privacy are commonly described and analyzed (see Table 1).

Table 1. Three Paradigms regarding the Concept of Privacy (Adapted from Patil and Kobsa (2008))

<table>
<thead>
<tr>
<th>Paradigms</th>
<th>Theoretical Lenses</th>
<th>Driven Force</th>
<th>Consequences of Privacy Violation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contextual Nature of Privacy</td>
<td>Social</td>
<td>Individuals’ own experiences and social expectations</td>
<td>Potential embarrassment or breakdown in relationship(s) etc.</td>
</tr>
<tr>
<td>Privacy as Control</td>
<td>Psychological</td>
<td>Autonomy, self-efficacy and trust</td>
<td>Concern/worry about data misuse and identity theft</td>
</tr>
<tr>
<td>Legal Protections</td>
<td>Normative</td>
<td>National or supra-national legislative act</td>
<td>Civil and/or criminal penalties</td>
</tr>
</tbody>
</table>

2.1 Contextual Nature of Privacy

One very important perspective considers the contextual nature of privacy (Nissenbaum 2004). In more recent privacy literature, such contextual paradigm of privacy recognizes that privacy both influences and can be influenced by various situational and societal forces. Individuals’ desire for privacy is innately dynamic (Sheehan 2002), and influenced by various situational forces, such as pressures from others, societal norms, and processes of surveillance used to enforce them (Nissenbaum 2004). Altman (1975) conceptualized privacy decision-making as a dialectic and dynamic boundary regulation process. As a dialectic process, privacy is “conditioned by individuals’ own experiences and social expectations, and by those of others with whom they interact” (Palen and Dourish 2003, p.129). As a dynamic process, privacy is “understood to be under continuous negotiation and management”, with the boundary that distinguishes privacy and publicity defined according to circumstance (Palen and Dourish 2003, p.129).

Protecting children’s privacy is complicated by the fact that children’s privacy is a socially constructed value that reflects the child-parent relationship – that of protecting children’s online privacy without overly constraining their freedom to engage in appropriate online activities. For instance, according to COPPA, the website operator must obtain verifiable parental consent before personal information is collected from a child. Unfortunately, obtaining
parental consent is more socially complicated in this context. Because websites are far away from the parents, how is the site operator going to ensure that the person vouching for the child’s age is really the parent or even an adult? According to a recent FTC report, it is concluded that age verification technologies have not kept pace with other developments [5]. Another social complexity associated with children’s privacy is that, children quickly learned that if they say they are below thirteen they will be prohibited from using many sites. As a result, children regularly lie about their age online. Seeing these social complexities in the context of protecting children’s privacy, we propose following design principle for protecting children’s online privacy:

*Design Principle #1: The technical systems for protecting children’s online privacy should make a balance between protecting children’s personal information online and preserving their ability to access appropriate content.*

### 2.2 Privacy as Control

A second major paradigm considers privacy in terms of control of personal information. This perspective is found in various prior works (e.g., Altman 1977; Johnson 1974; Laufer et al. 1973; Margulis 1974; Westin 1967) which have contributed to and stimulated the paradigm of privacy as a control related concept. A number of privacy theorists have put emphases on the concept of control when defining privacy (e.g., Margulis 1977; Margulis 2003; Proshansky et al. 1970; Stone et al. 1983; Westin 1967). For example, Wolfe and Laufer (1974) suggested that “the need and ability to exert control over self, objects, spaces, information and behavior is a critical element in any concept of privacy” (p.3). Empirical evidence revealed that control is one of the key factors which provide the greatest degree of explanation for privacy concern (Dinev and Hart 2004; Goodwin 1991; Nowak and Phelps 1997; Phelps et al. 2000; Sheehan and Hoy 2000). Individuals perceive less privacy concerns when they believe that they will be able to control the use of the information (Culnan and Armstrong 1999).

Based on control agency theory (Yamaguchi 2001), two types of control have been identified by Xu (2007) in the privacy context: 1) personal control in which the self acts as the control agent, 2) proxy control in which external entities act as the control agent. End-user privacy-protecting tools such as cookie managers allow users to protect their information privacy by directly controlling the flow of their own personal information to others (Burkert 1997). As is evident, with end-user privacy protecting tools, the agent of control is the self; and the effects of this mechanism arise due to the opportunity for direct personal control. With regard to proxy control, trusted third party (TTP) is a commonly used approach that mainly consists of an entity facilitating interactions between users and websites who both trust the third party to secure their interactions. TTP solution to privacy is one example of proxy control that is created to provide third-party assurances to users based on a voluntary contractual relationship between websites and the third party. On behalf of users, the TTP acts as the control agent for users to exercise proxy control over the flow of personal information.

This paradigm of privacy as control brings rise to the debate among scholars and practitioners on the effectiveness of these two (and other) mechanisms for privacy control: Whose responsibility of protecting children’s privacy – parents themselves or websites or TTPs? Which control approach will be more effective, personal control or proxy control? Cognitively, self agency (through which personal control is exercised) should motivate greater user engagement and involvement, which is likely to result in positive attitudes given its guaranteed consonance with individual interests (Skinner et al. 1988; Yamaguchi 2001). Drawing on recent privacy literature on comparing the relative effectiveness of personal vs. proxy privacy control approaches (Edelman 2006; Xu and Teo 2004), we propose that the technical systems for protecting children’s online privacy should maximally empower parental control over children’s personal information online. This is also consistent with the conclusion from two blue-ribbon panels conducted by the U.S. Congress, which suggested that that one of the most effective ways is to facilitate parental involvement by letting parents decide what information their children could disclose, and what content their children should access (CDT 2008; Thierer 2007). Therefore, we propose following design principle for protecting children’s online privacy:

*Design Principle #2: The technical systems for protecting children’s online privacy should maximally facilitate parental involvement of their children’s online activities.*

### 2.3 Legal Expectations on Protecting Children’s Online Privacy

Government legislation is another commonly used approach that relies on the judicial and legislative branches of a government for protecting personal information (Swire 1997). Legislative efforts to implement FIP principles could specifically address concerns regarding fairness and accountability for privacy protection actions, thereby providing
individuals with a sense of security (Zucker 1986). In the context of protecting children’s online privacy, COPPA was enacted in the U.S. to: (1) enhance parental involvement in their children’s online activities in order to protect children’s privacy in the online environment; (2) protect the safety of children at places in the online environment such as chat rooms, home pages, email accounts, and bulletin boards in which children may make public postings of identifying information; (3) maintain the security of children’s personal information collected online; and (4) limit the collection of personal information from children without parental consent.

In the U.S., in terms of implementing FIP principles, COPPA addressed notice and choice by requiring that, before personal information is collected from a child, a parent must: receive notice of the operator’s personal information collection, use, and disclosure practices; and authorize any collection, use, and/or disclosure of the personal information. Access requires that the parent of any child who has provided personal information to an operator has the right to request access to such information. Security requires that an operator must establish and maintain reasonable procedures to protect the confidentiality, security, and integrity of personal information collected from children. In an environment where privacy law on protecting children’s privacy exists, any technical solution should comply with the legal requirements. Therefore, we propose following design principle:

Design Principle #3: The technical systems for protecting children’s online privacy should comply with legal requirements in terms of notice, choice, access and security.

3 State of the Art

Below we discuss existing solutions for addressing online privacy in general and then the efforts which have been targeted at protecting children’s privacy.

3.1 General Solutions

Cookies, a unique identifier that a web server places on user’s computer that can be used to retrieve their records from the databases, authenticate, identify and track users, were seen as a major threat to user’s online privacy. Third party cookies could be linked to user’s collected browsing history which makes them a greater threat. COPPA recognizes cookies to be a privacy threat and disallows operators from collecting cookie that can be linked to a child. As a solution, most web browsers provide cookie control and blocking features to give users the option of protecting their privacy. Cookie blocking software is effective but addresses a very small part of the requirements of COPPA. These cookie-related solutions do not contribute to the scenarios where websites explicitly collect personally identifiable information from children under the age of 13.

The anonymizer (Bauer October 2003; Dingedline et al. 2004; Pinto et al. 2004) is another solution that protects user’s privacy by providing a way for anonymous web browsing. All communication is directed through an intermediary proxy server to hide the true origination of a message. Thus cookies cannot be placed on the user’s browser and the user’s true IP address cannot be tracked. The anonymizer serves as a good privacy solution to protect online privacy in general but it is not sufficient for protecting children’s online safety. For example, anonymous browsing is contradictory in the context of protecting children’s online privacy because we need the website operator to recognize the client as a child and take additional precautionary steps to protect their online privacy. In addition, anonymous browsing may encourage children to access objectionable material once they are aware that they are not being identified as children.

The Platform for Privacy Preferences Project (P3P) is a protocol designed to provide a way for a Web site to encode its human readable privacy practices in a machine-readable format known as a P3P policy (Cranor 2002). Users could employ a P3P user agent (e.g., AT&T Privacy Bird) to evaluate whether an online company implements P3P-compliant privacy policy by configuring their privacy preferences using a series of checkboxes (Cranor 2002). While P3P and its user agents provides users with the privacy options of notice (i.e., notifying users whether a Web site’s privacy policy conflicts with their privacy preferences) and choice (i.e., allowing users to make sound decisions on whether to provide personal information based on the user agent’s notice), P3P lacks the enforcement mechanism to ensure sites act according to their privacy policies. Hence, it has been suggested that the use of P3P in the absence of risk assurance mechanisms shifts the onus primarily onto the individual user to protect herself (Xu et al. 2005). Recent studies (Egelman and Cranor 2006; Reay et al. 2007) have shown that few websites adopt P3P, which limits P3P’s impact as a privacy enhancing approach. In addition, P3P has not specifically addressed parental concerns for children’s online privacy.
Another popular approach to privacy assurance is through self-regulatory efforts which involve the setting of standards either by the website itself or an industry group and the voluntary adherence to the set standards or policies (Culnan and Bies 2003). Under a self-regulatory approach to regulating children’s online privacy, groups like TRUSTe have been active as the third party entities policing children’s privacy and promoting trustworthiness to websites through seals of approval. By becoming a member of these private watchog groups, a website is permitted to post the seal of approval. These seal programs provide a means to guarantee that members abide by a set of clearly identified self-regulatory policies (Culnan and Bies 2003). However, research has shown that, most privacy policies posted online are written in jargon and ambiguous language and thus readability is low (Crossler et al. 2007b; Culnan and Milne 2001; Milne and Culnan 2004). For those parents who are not technically sound or are unaware of COPPA, they usually fail to make informed decisions for their child’s information disclosure. In addition, it has been found that few parents recognize privacy seals (Crossler et al. 2007b). Thus, we conclude that the self-regulatory approach to children’s privacy through privacy policies or privacy seals cannot be adopted as stand-alone solutions but as an additional protection layer complimentary to technical enforcement of COPPA.

3.2 Solutions Targeted at Children’s Online Safety

Many software control packages have been introduced to empower parental control of children’s online behavior. Microsoft has introduced parental controls built into Windows Vista, designed to help parents manage what their children can do on computers. Apart from OS features, there also exist dedicated software packages such as Net Nanny and browser extensions such as the Parental Control toolbar. Solutions targeted toward children’s online safety are mostly variations of blocking software and content filters. These software packages usually block outbound information from client and prevent children from revealing sensitive information, without supporting the function of obtaining verifiable parental consent. However, completely blocking information that a child submits to websites during registration may prevent the child from gaining access to a service. Recently, a call for protecting children’s personal information online while enabling their access to appropriate content has been initiated by industry practitioners and government agencies (Thierer 2007). We therefore aim to make such balance in our technical development.

POCKET (Crossler et al. 2007a) provides a tool to enable parents to configure privacy settings for their children and it extends the merchant policy to include data items specified by COPPA and automates the exchange of personal information between the child and server, involving with a Trusted Third Party (TTP). We believe that the design principles of POCKET however have some limitations. First, a server-side solution is not desirable since the threats may be from the operator itself. Second, compromise of a TTP is another factor to be considered since all trust has been vested in the TTP’s capabilities to protect the client and a successful attack on the TTP could bring down the entire trust model. TTP requires merchants to abide by the rules set by the TTP, but few, if not no steps, are taken to verify if the website operators conform to the policies agreed upon. This can lead to problems if a website receives the TTP’s approval and then carries out malicious activities.

4 Technical Investigation, Future Research, and Conclusion

Following the philosophy of VSD, the conceptual investigations can now be employed to help structure the first iteration of a technical investigation. As discussed earlier, existing solutions to privacy protection appear insufficient to address the social complexities associated with protecting children’s online privacy. To address these gaps, we are in the process of developing a tool named as COP (Children’s Online Privacy protection tool) to provide technical mechanisms for protecting children’s online privacy. Three design principles derived from our conceptual investigations will be applied to structure the first iterations of the COP design. At the ICIS conference, we will be able to demonstrate the prototype of COP together with preliminary user evaluation results.

In future work, we expect to extend these investigations, complete the prototype implementation, and iterate on empirical investigations. Following the philosophy of VSD, empirical investigations will be performed to examine and evaluate human responses to the technical artifact (i.e., COP). Our research design will use complementary strategies for empirical evaluation, integrated with qualitative and quantitative methods. Focus group will first be conducted to explore parents’ general privacy attitudes and behavior and to evaluate the COP design. Upon completing the COP prototype implementation, field experiment will be conducted in naturalistic settings by dividing users to two groups, where one will be treated as the control group, and the other group will be provided the opportunity to employ the COP toolkit we develop. We will recruit our experiment participants who have children under 13 from an emailing list containing over 2,000 contacts of working staff at a large university in U.S.
recruiting messages will explain who we are and what we are trying to do (i.e., the purpose of this study), and invited participation. At the final stage of the experiment, participants will be asked to complete a questionnaire measuring the effectiveness of using the COP.

Overall, the objective of this research is to address the acute privacy challenge of protecting children’s online privacy by utilizing the VSD approach that adopts a tripartite methodology by systematically integrating and iterating on conceptual, technical and empirical investigations of privacy. This study reported here is novel to the extent that existing IS research has not systematically examined the privacy issues from the VSD perspective. We believe that, using the groundwork laid down in this study, future research along these directions could contribute significantly to minimizing parental concerns for children’s online safety.
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