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Abstract

Social network analysis has attracted intensive interests by researchers from multiple disciplines. However most of the existing work is descriptive nature, and statistical network analysis remains an active area of research. In this paper, we model and study two facets of the social networks in short message services (SMS). One is the structure of the contact networks of mobile users, the other is users' messaging behavior pattern. We want to account for the heterogeneity in behavior so that to identify abusive usage such as spamming through the study. We use power-law mixture model to capture community formation behaviors, the first facet, and use Poisson-panel mixture models to uncover abnormal behaviors in text messaging. Our results show heterogeneity of the consumers’ sending behavior, also there are two major types of community formation behavior in SMS network.
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Introduction

Short message services (SMS) has become an important method of communication in many countries, mainly because the lower price compared to cellular phone calls. For example, a 450 minutes calling plan at Verizon costs $39.99, while an unlimited text messaging plan is only $20.00 (Verizon 2011). Text messaging also has the advantage that it can be sent and replied to in time, while phone calls may not be answered at any time in some situations, such as during a meeting. All these benefits cause a soar in messaging usage. The number of SMS messages sent increased from 81 billion in 2005 to 2.1 trillion in 2010 (6,933 messages/subscriber/year; by Cellular Telecommunications Industry Association, 2010). As one of the major socially interactive technologies, text messaging is beginning to redefine the formation of social networks, especially among youth (Bryant et al. 2006). By offering real-time and inexpensive communication, SMS messaging facilitates the formation of social networks and helps it evolve over time. These text messaging social networks may affect the offline real social networks to which individuals belong. Consequently, they have great potential to help uncover important social behaviors that cannot be done before.

Because of the pervasiveness of SMS, marketers also have leveraged such technology to make it an important channel for advertising. Because of its great reach, together with its low cost, SMS became the major medium of mobile advertising (De Reyck and Degraeve, 2003). However, mobile marketing has also brought the serious problem of SMS spamming, which is unsolicited commercial messages through the use of SMS. Currently 80% of cellular phone subscribers have received spam. Spamming could result in waste of bandwidth, memory overflow of handsets, service disruption, and consequently increased cost.
and significant loss of revenue (Ong 2010), thus identifying the abusive behavior is crucial for maintaining healthy functioning of the service. Although a spammer could be potentially identified from sender behavior – a sender who sends a large number of messages in a short time has a high possibility to be a spammer. However, there are challenges from such a problem. First, the definition of spamming behavior – there is no accurately defined threshold to differentiate spamming. Second, a network may consist of heterogeneous groups of people with heterogeneity in behaviors, such as some people being heavy users while others are light users. If we simply use a traditional outlier detection method, we may risk including many heavy users. Thus, we want to use Business intelligence (BI) techniques such as statistics modeling to identify potential spammers.

BI is becoming a key enabler for increasing business value and enterprise performance (Waston and Wixom 2007). In general, BI is a collection of technologies, such as data mining, statistical modeling, and machine learning etc, helping enterprises perform data querying and predictive analytics. It is current widely implemented in organization IT infrastructures (Anderson-Lehman et al. 2004). In this paper, we want to use BI techniques to perform social networks analysis and identify potential anomalies.

Social network analysis has drawn tremendous interest in fields such as information systems, organizational sciences, marketing, and computer science. Researchers are especially interested in relationships formed among people with common characteristics, behavior or interest. There is a rich literature discussing patterns in social networks, and the knowledge has been applied to anomaly detection. However existing work is largely of descriptive nature while in-depth statistical analysis is still in the early stages. Existing work using network data is more often of descriptive nature, while rigorous statistical network analysis remains an active area of research. In this paper, we study the group formation and messaging behavioral patterns in a network of SMS users. Two characteristics are of interest in this context. The first is the structure of the contact networks of mobile users, and the second is the patterns of users’ messaging behavior. When the network is modeled as a dynamic graph, the former is reflected from the (weighted) degree distribution of nodes, while the latter is reflected from patterns of the time stamps and destinations of messages. Both can be modeled with appropriate probabilistic distributions. Literature has characterized degree distributions as obeying “power law” (Christos et al. 1999) while the traffic of each sender and receiver can be considered as given number of events occurring in a fixed interval of time thus following Poisson distributions.

Finite mixture models are an ideal choice for modeling heterogeneous behaviors. By using mixture models, we can uncover different patterns of typical behaviors from a messaging and group formation perspective. Some of them will be normal, e.g. some using it heavily, while other using it lightly. Other patterns, however, could be considered as abnormal, e.g. a person who sent messages to 10 thousand people in an hour must be a robot code. Learning a mixture model can both uncover the detail of different types of normal and abnormal behaviors, and assign individual users to the corresponding behavioral pattern. We want to model the group formation behaviors as a mixture of power-law distributions. Through careful development, we reduce this power-law mixture into a mixture of Gaussians. Meanwhile, the messaging behaviors are modeled as a mixture of Poisson distributions. Our model extends the standard Poisson mixture models to both handle the panel data and be robust in the presence of anomalies. Expectation-maximization algorithm is used for estimation, and we confirm the identification and convergence properties of the two models based on existing literature. As the number of different behavioral patterns is not known in advance, we use the Bayesian information criterion for model selection.

The paper is organized as follows: In the section Literatures, we give background knowledge of social networks. The detailed theoretical development of our models, the corresponding estimation methods, and their properties are presented in Section Methods. Results from our statistical analysis are presented in Section Results. Conclusion and future work are suggested in the last section.

Literatures

Several streams of work are related to our paper. The first stream, from the application perspective, is the social network literature. Social networks have drawn tremendous interest from information system (IS) researchers recently (Oinas-Kukkonen et al. 2010). Actually such interest may trace back to technology diffusion in the 1990s (Brancheau and Wetherbe 1990; Chatterjee and Eliashberg 1990; Premkumar and
Nilakanta 1994), while the appropriation of social network approaches in IS may just be starting (Agarwal et al., 2008). One of the most common representations of social networks is an actor to actor graph where edges represent ties between entities. The entities are referred as actors. Actors are linked to other actors by social ties, which are created based on relationships among actors. In our case, actors are cellular phone users who send and receive text messages, while ties are connections created by text messages. The concentration of network analysis is the ties among actors. If a tie is between two actors, it is called a dyad, and if between three actors, it is called a triad, which is also called as a triangle in computer science literature. On a larger scale, larger number of actors tied together can be modeled as a group (Wasserman and Faust 1994). Several network structures that particular interest researchers are clique, star and ring, etc.

The second stream, from a theoretical perspective, is the statistical literature on modeling the behaviors of interest. McLachlan and Peel (2000) provide a comprehensive review of Finite Mixture modeling, which refers to other studies, such as Teicher (1960), for certain theoretical properties of specific mixture models. Bishop (2006) has shown the advantage of mixture models and Casella and Berger (1990) also have shown detailed discussions of the probability distributions used in this paper. Furthermore, power-law has been identified in different network contexts. Leskovic et al. (2007) found the popularity of blog posts drops with a power law ($\gamma = -1.5$), such result matches Barabasi’s (2005) theory of heavy tails in human behavior. The size distribution of cascades (the number of involved posts), follows a perfect Zipf’s distribution with a slope of $-2$. The most popular shapes in blog network were the stars, i.e. single post with several in-links, but none of the citing posts are themselves cited (Leskovec et al. 2007).

The third stream is anomaly detection in network data. Advancement in data collection technology make it easy for us to get data. The large volume data and the existence of special patterns underlining the data, make this problem interesting and relevant to business intelligence research. Anomaly detection has been addressed in large scale datasets, especially categorical data (Das et al. 2008), but not as easily on network data. The data size and the complicated interdependency between actors in the network make the problem harder to solve. Some notable researches addressing anomaly detection in network data, for example, fraud in online auction, are Pandit et al. (2007) and Zhang et al (2008).

Since our data size is large, we have to construct a subpopulation. However, random sampling with respect to these SMS will not preserve the social network’s structure at the local level. A more legitimate and efficient method to build one (or more) subpopulation(s) in this situation is snowball sampling. This method was introduced by Coleman (1958) and Goodman (1961). This method has been extended by Salganik and Heckathorn (2004). In their method, an individual sample is formed by randomly selecting a user from the network and returning the connected component containing this user, repeating this on the remaining users until some maximum number of users is attained.

**Methods**

The SMS users and their messaging behavior are naturally represented as a weighted-graph or network, with a node representing an individual user and a weighted directed edge representing the existence and amount of messages sent from one user to another. In this paper, we are interested in two attributes of the network structure, namely the weight-degree correlation and the messaging pattern of individual nodes. In the subsequent discussion, the terms “node” and “user” are used interchangeably, as are the terms “message count” and “weight”.

### Modeling Messaging Patterns

Various distributions have been used to model discrete events in statistical literature, such as Poisson distribution, Negative-Binomial distribution, and Geometric distribution. Among them, Poisson distribution is among the most popular to model the occurrences of independent random events. The action of sending an individual message is naturally considered an independent random event, thus Poisson distribution is a good fit for modeling it. The probability-mass-function (pmf) of a Poisson distribution is:

$$P(X = k \mid \lambda) = \frac{e^{-\lambda} \lambda^k}{k!}$$

(1)
where $\lambda$ is the rate parameter which measures the intensity of the occurrence (messages sent).

Poisson distribution assumes that the occurrences of different events are independent. This could be a concern in our context: it is reasonable to expect that the messages sent by an individual within a short period are correlated, such as when two users engage in back-and-forth discussion on a specific matter on a certain day. However, for a longer unit time interval, such as one week, this dependence concern will be largely insulated. Consequently, the unit time period is chosen to be a week.

A user’s messaging pattern can thus be modeled as a panel of independent Poisson draws. Let $T$ be the total number of time periods, and let $C_{i,1}, C_{i,2}, \ldots, C_{i,T}$ be the number of messages sent by the user $i$ in each time period. The probability of observing such a sequence is thus:

$$P(C_{i,1}, \ldots, C_{i,T} \mid \lambda) = \prod_{t=1}^{T} P(C_{i,t} \mid \lambda) = \prod_{t=1}^{T} \frac{e^{-\lambda} \lambda^{C_{i,t}}}{C_{i,t}!} \quad (2)$$

where $\lambda$ is the user’s rate parameter.

### Modeling Weight-Degree Correlation

Literature has established that many features in social networks follow “power-law”. Specifically, literature in McGlohon et al. (2008) has shown that the in(out)-degree and the in(out)-weight of individual nodes in a weighted-graph follow a power law distribution. To study user’s messaging sending behavior, we focus on the out-degree/out-weight relationship. Generically speaking, two random variables $X$ and $Y$ follow power-law if $Y \propto X^r$, where $r$ is the power-law coefficient or “slope”. Let $D_i$ be the out-degree (total number of different users to whom this user sent messages) of a node $i$, and $W_i$ be its out-weight (total number of messages sent to other users), then a power-law implies:

$$W_i \propto D_i^r \quad (3)$$

### Mixture Models

All users are not the same. In fact, consumer heterogeneity is the focus of study in social science fields such as marketing. As our data set contains more than one million users, it is reasonable to expect that different behavior patterns exist.

When using Poisson distribution to model messaging patterns, the rate parameter $\lambda$ captures the intensity of using the service. Some people are heavy users of SMS, for whom we expect a large $\lambda$. However, others may be casual users for whom we expect a small $\lambda$. Similarly, the slope of the degree-weight power-law measures the concentration of communication. Some user may communicate with few people but quite intensively to each recipient. The slope, $r$, for such a user is expected to be large. Whereas another user may communicate with many people but lightly with each recipient, for whom a small slope is expected. To accurately describe user behavior, therefore, mixture models are needed.

### Poisson-Panel Mixture Model

Let the population be a mixture of $M$ Poisson distributions. Let $\lambda_j (j = 1 \ldots M)$ be the parameter for these Poisson distributions, and $p_j (j = 1 \ldots M)$ be the proportion of each Poisson component in the population. Let $X_i (i = 1 \ldots N)$ be independent draws from this mixture. For each $i$, let $C_{i,1}, C_{i,2}, \ldots, C_{i,T}$ be the observed count over $T$ time periods. The likelihood of observing a data sequence can then be expressed as:

$$f(C_{i,1}, C_{i,2}, \ldots, C_{i,T} \mid \lambda_1 \ldots \lambda_M, p_1 \ldots p_M) = \sum_{j=1}^{M} p_j P(C_{i,1}, C_{i,2}, \ldots, C_{i,T} \mid \lambda_j) \quad (4)$$

Substituting in the likelihood of individual Poisson as stated in equation (2), we then have

$$f(C_{i,1}, C_{i,2}, \ldots, C_{i,T} \mid \lambda_1 \ldots \lambda_M, p_1 \ldots p_M) = \sum_{j=1}^{M} p_j \left( \prod_{t=1}^{T} \frac{e^{-\lambda_j} \lambda_j^{C_{i,t}}}{C_{i,t}!} \right) \quad (5)$$

The parameter to be estimated are $\lambda_j$ and $p_j (j = 1 \ldots M)$. 

Negative Binomial distribution (NBD) is also often used to model a population of Poisson with different rates. Specifically, NBD can be considered as a continuous mixture of Poisson where the rate follows a Gamma distribution. In our study, however, we believe an explicit finite mixture of Poisson is better than NBD model, because Gamma distribution with a shape parameter larger than 1 is uni-modal (Encyclopaedia of Mathematics, Edited by Michiel Hazewinkel, 2002, Springer), as such it cannot model a multi-modal clustering of rates. While the eventual result may indicate the individual rates in our dataset indeed follow a uni-modal distribution, we believe this should not be imposed as an assumption ex-ante. Therefore, we believe mixture model gives us more flexibility than NBD does.

**Power-Law Mixture Model**

The power-law relationship between node degree and node weight can be expressed as equation (3). To fit this model directly, however, requires non-linear regression, for which a mixture model is not easy to derive. However, equation (2) can be transformed into:

\[
\log W_i = a + r \log D_i + \varepsilon
\]  

Further assume that \( \varepsilon \sim \text{Normal}(0, \sigma^2) \), then equation (6) becomes a simple linear regression model, which can be estimated as a Gaussian model.

From this, a power-law mixture model can be specified. Let \((W_i, D_i) (i = 1 \ldots N)\) are drawn independently from a mixture of \(M\) power-law distributions. Let \((a_j, r_j, \sigma_j) (j = 1\ldots M)\) be the parameter for these power-law distributions, and \(p_j (j = 1\ldots M)\) be the proportion of each power-law component in the population. The likelihood of observing a data point can then be expressed as:

\[
f(W_i, D_i | a, r, \sigma) = \sum_{j=1}^{M} p_j g(W_i, D_i | a_j, r_j, \sigma_j)
\]  

where \(g(\bullet)\) is the distribution of power-law.

In equation (7), the individual power-law likelihood is simply:

\[
g(W_i, D_i | a_j, r_j, \sigma_j) = \phi(\log W_i - a_j - r_j \log D_i; 0, \sigma_j)
\]  

where \(\phi(\bullet; \mu, \sigma^2)\) is the density of a Gaussian distribution. The power-law mixture model is thus effectively reduced to a Gaussian mixture model.

**Estimation Methods**

The incomplete data likelihood functions as expressed in equations (5) and (7) are convex in mixing weight, convex in distribution parameters, but not convex when mixing weight and distribution parameters are considered together. Therefore, standard convex optimization methods are not applicable. An Expectation-Maximization (E-M) algorithm is thus needed. For the Poisson-panel mixture model, the parameters to be estimated are \(\lambda_j\) and \(p_j (j = 1\ldots M)\). To estimate this using E-M algorithm, in the E-Step, the responsibility of each class for each data point is calculated:

\[
w_i(j) = P(X_i \in \text{class } j) = \frac{p_j P(C_{i,1}, C_{i,2}, \ldots, C_{i,T} | \lambda_j)}{\sum_{j=1}^{M} p_j P(C_{i,1}, C_{i,2}, \ldots, C_{i,T} | \lambda_i)}
\]  

In the M-step, the parameters are maximized:

\[
p_j = \frac{1}{N} \sum_{i=1}^{n} w_i(j)
\]  

\[
\lambda_j = \frac{\sum_{i=1}^{n} w_i(j) C_i}{\sum_{i=1}^{n} w_i(j)}
\]  

where \(C_i\) is the sample mean of \(C\), the maximum likelihood estimation for the Poisson distribution.

For the power-law mixture model, the estimation is the same as the Gaussian mixture model. In the E-step, the responsibility is calculated:
\[ w_j(j) = P(W_j, D_j) \in \text{class } j = \frac{p_j \phi(\log(W_i - a_j - r_j) \log D_i; 0, \sigma_j)}{\sum_{i=1}^{M} p_i \phi(\log(W_i - a_j - r_j) \log D_i; 0, \sigma_j)} \] (12)

In the M-step, the parameters are maximized:

\[ p_j = \frac{1}{N} \sum_{i=1}^{N} w_j(j) \] (13)

\[ (a_j, r_j, \sigma_j) \sim \text{WLS}(W, D, w_j(j)) \] (14)

where \( \text{WLS}(\cdot) \) is the weighted-least-square parameter maximization.

**Model Selection**

The number of mixtures, \( M \), is taken as exogenous in finite mixture estimation, otherwise the model is unidentified. However, this number is not known for our dataset, and in fact is one of the parameters of interest. Model-selection techniques are needed. As this is not a regression problem, cross-validation is not easily applicable. As we intend to find parsimonious models and Bayesian Information Criterion (BIC) penalizes large models, we choose it for model selection. In our actual estimation, we imposed an even higher penalty than BIC does, by multiplying the second term in BIC with a constant that is bigger than one. This is done because we do not feel that the standard BIC penalizes bigger model enough in our case, as Poisson is modeled by only one parameter. Although this multiplied-BIC does not have as rigorous a theoretical foundation as the BIC does, we believe it is better suited for our problem, as otherwise the estimation will provide many more groups than is suitable for interpretation from the social science perspective.

**Results**

The short-messaging-service (SMS) data over six-month period is obtained from a large Asian telecommunication company (source and raw data confidential). It consists of phone number (hashed) from sender and receiver, date and time of message, message length etc. The entire dataset contains approximately 2.5 million unique users, with more than 200 million messages sent. From this dataset, a subpopulation of 5,000 individual users is selected by snowball sampling with a random start, and all their incoming/outgoing messages are extracted. The estimation is performed on this subset of users.

The number of Poisson mixtures tested and the resulting BIC are reported in Table 1. The best fit is obtained for seven components. The estimates of the rates are reported in Table 2. As is shown in the table, groups have very different message arrival rates, ranging from on average a little more than one message per week, to hundreds of messages a week on average. This is consistent with the standard notion of consumer heterogeneity in social science disciplines such as marketing.

The number of power-law mixtures tested and the resulting BIC are reported in Table 1. The best fit is obtained for a mixture of two components. The estimates are reported in Table 2. The two groups have different sizes, while the first accounting for a little less than 40% of the population, while the second accounting for the rest of 60%.

**Analysis**

As is shown in the Poisson mixture result table, different users have different rates of sending SMS messages. The group with lowest usage on average sends less than two messages per week. The group with the highest usage, in contrast, sends more than 300 messages per week on average. Most people use SMS rather lightly - more than 80% of the users send on average less than five messages per week. The heavy users, those sending more than 100 messages per week, account for only a little over 1% of the user population.

As is shown in the power-law mixture model result table, users can be roughly partitioned into two groups based on the power-law slope. The first group of users have a power-law slope of 1.48, while the second 1.37. The first group can be described as those who communicate with some people much more intensively than with other people, while the second group are those who communicate with other people...
with similar intensities (the difference between the two groups is larger than the numbers seem to suggest, as the power-law coefficient is in the exponent of the equation).

A quick note on the implementation: the estimation of the power-law mixture model was conducted smoothly. This is as expected, as Gaussian mixture models are generally well-behaved. The standard safeguard is put in place to avoid the degenerate case when the variance of a certain group tends to zero (thus likelihood tends to be infinity), by reassigning a larger variance if the variance of any group dips below a threshold during estimation.

The estimation of the Poisson mixture model, however, runs into some complications initially. As expected, the messaging behavior of a few users is not considered normal, they would constantly send out thousands of messages for some time, and then suddenly stop, and resume after some time. In reality, these users are spammers who abuse the system by flooding other users with unwanted messages, usually advertisement. From modeling perspective, Poisson distribution is not a good fit for describing their behavior (in fact, being abnormal, it is doubtful that their behavior can be readily modeled using any standard distribution). This is not a problem theoretically, as the mixture model will simply pick out the best possible fit from the Poisson distribution family (the “Poisson oracle”). Practically, however, this proved to be infeasible, as the likelihood is so low that the density function in R library literally returns likelihood with value of 0, which causes numeric underflow. The mixture model estimation procedure is therefore implemented with an explicit workaround: when a node is considered unlikely to be in any mixture component, it is not assigned to any and will be ignored in the estimation. The estimation works out well after this workaround is implemented.

Interestingly, this workaround achieves another objective - anomaly detection. Points excluded in this estimation are considered abnormal. During estimation, two such users are identified as being abnormal. A visual inspection of their specific messaging patterns seems to confirm the suspicion. The message counts over time for these two users are shown in Figure 1, where y-axis represents the logarithm of number of messages sent. The chart strongly suggests that they are spammers. In practice, this information can be valuable for the telecom company, which can proceed to confirm the anomaly of their behavior (e.g. through inspecting the message content) and take counter measure to maintain the health of the system.

**Conclusion**

In this paper we presented our preliminary study about people's SMS messaging and group formation patterns in the context of a social network. We used a Poisson distribution to model message-sending behavior and power law distribution to model the relationship between the number of connections and the number of messages of individual users. Since the consumer behaviors are heterogeneous, we use mixture models to uncover different patterns that exist in the network. Our result confirmed our hypothesis about the heterogeneity of the consumers' SMS sending behavior. Using BIC for model selection, we find that consumers are best categorized into seven types, ranging from using SMS occasionally to sending several hundred messages per week. Such analysis also helps us identify anomaly, as three users in our sample are found to have abnormal behavior. Also, the class of consumers who send messages in the hundreds per week ($\lambda = 303$) also warrants closer scrutiny. Combining class membership with the analysis of those users' messaging behavior over time, they may or may not be determined as spammers. Separately, the results from power-law distribution tell us there are two major types of group formation behavior, one forming fewer concentrated connections while the other forming wider connections with lower communication intensity. However, the difference in these two types is not as dramatic as that among different message sending behavioral types.

To make our study more comprehensive and robust, we recommend future study using the whole dataset, as there are millions of users in the whole dataset, which may have more behavioral patterns than uncovered in our sample. Also, we may test alternative models of message-sending behavior and pick the one with the best performance. Furthermore, we wish to investigate how local group changes across time to further help us detect anomalies.
Table 1. Number of Poisson Mixtures and BIC scores

<table>
<thead>
<tr>
<th>Poisson</th>
<th>Power-law</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m$ BIC Score</td>
<td>$m$ BIC Score</td>
</tr>
<tr>
<td>2 −709049</td>
<td>6 −287216</td>
</tr>
<tr>
<td>3 −397699</td>
<td>7 −284592*</td>
</tr>
<tr>
<td>4 −313219</td>
<td>8 −290543</td>
</tr>
<tr>
<td>5 −284050</td>
<td></td>
</tr>
</tbody>
</table>

$m = \text{number of mixtures}$

Table 2. Mixture Model Estimation

<table>
<thead>
<tr>
<th>Poisson</th>
<th>Power-law</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c$ $\lambda$ Proportion</td>
<td>$c$ $\lambda$ Proportion</td>
</tr>
<tr>
<td>1 1.2 64.7%</td>
<td>1 0.078 1.48 0.70 37.3%</td>
</tr>
<tr>
<td>2 4.2 18.9%</td>
<td>2 0.398 1.37 1.32 62.7%</td>
</tr>
<tr>
<td>3 12.0 7.9%</td>
<td>7 303.0 0.3%</td>
</tr>
<tr>
<td>4 27.2 4.5%</td>
<td></td>
</tr>
</tbody>
</table>

$c = \text{number of components}$

Figure 1. Abnormal messaging patterns

Acknowledgements

This work was supported in part by AT&T and the iLab at Heinz College, Carnegie Mellon University. Dou-Yan Yang gave suggestions to improve this manuscript.

References