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The initial state in each trial was a population level of 80 caterpillars per square meter and 30 predatory bugs per 
square meter. The target state was a population level of 20 bugs and 20 caterpillars per square metre. The task 
presented to users was to “put the ball in a box as quickly as possible and keep it there”. The arrangement of this 
task in our movement-based interface is shown in Figure 1. The specific details of the user task are provided in 
Table 1. The system was simulated using a Runge-Kutta 4

th
 order solver with a step size of 0.1 running at 60 Hz. 

The task lasted for 10 seconds of real time, corresponding to 60 days of simulated population time. 

 

 

Figure 1: The system setup used in the trial 

 

Table 1.  Details of the user task in the trial 

System equations Control parameter mapping Initial Conditions 

dH/dt = 0.216H – 0.0108HP - h
H
 Right hand joystick : 0 • h

H
 • 15 15 H = 80 

dP/dt = 0.0029HP – 0.173P + h
P
 Left hand joystick : 0 • h

P
 • 15 15  P = 30 

State variable mapping Target State 

Display X: 0 • H • 100 H • 100 H = 20 

where:  

H = caterpillar population density 

P = predator population density 

hH = rate of pesticide application 

hP = rate of introduction of predators 

Display Y: 0 • P • 100 P • 100 P = 20 

 

Five subjects, all male and recruited from computer science staff and PhD students at CSU Bathurst, took part in 
the trial. None of these users had any knowledge of the study of population dynamics or the study of dynamical 
systems in general. Each user was given a one-hour training session one week before the trial. During this 
training they familiarised themselves with the interface and the behaviour of the system in response to their 
control inputs. Users were allowed to freely explore the behaviour of the system. At the end of the hour they 
were asked to demonstrate that they had grasped the basic behaviour of the system to ensure that they would 
have some hope of solving the specific problem presented in this user trial.  

After one week users were brought back and given 10 minutes of further training time to reacquaint themselves 
with the system. At this stage they were told that their task for today was to “put the ball in the box as quickly as 
possible and keep it there”. They were also told that their performance would be monitored and they were given 
a score reflecting their performance at the end of each trial. The score was calculated using the time taken to 
initially reach the target and then the error in subsequently maintaining the target. Lower scores were better. 

Each user was given 30 minutes to attempt the task as many times as possible. Each trial lasted for 14 seconds 
(10 seconds of simulation time following a 4-second count down). Users were responsible for initiating each 
trial, typically leaving a gap of several seconds between trials. As a result they typically got through about 40 – 
50 trials in the allotted 30 minutes (see Table 2). 
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RESULTS 

At the completion of their trials, all users had managed to produce solutions that satisfied the basic requirement 
to “put the ball in the box and keep it there”. The solutions produced varied in two main ways – the particular 
control strategy adopted and the actual time taken to initially acquire the target (recall that the task presented 
was to put the ball in the box as quickly as possible and keep it there). The results of the user trial are 
summarized in Table 2. User performance in the first phase of the task, initially acquiring the target state, is 
compared with a solution generated by an implementation of an optimal control algorithm, DIDO (Ross and 
Fahroo 2002). 

 

Table 2.  Results comparing user performance against an algorithmic solution 

User Number     

of trials 

Best Score Optimality* 

 

Strategy 

1 45 3.99 0.969 2 handed 

2 47 5.29 0.732 2 handed 

3 37 8.71 0.444 1 handed 

4 42 9.1 0.425 1 handed 

5 40 4.12 0.939 2 handed 

DIDO n/a 3.87 1.0 2 handed 

* optimality is calculated by DIDO solution / user's best score 

 

Given the two controls available (rate of pesticide application and rate of predator introduction), the optimal 
solution is to use a mixture of pesticide and introduced predators to quickly bring caterpillars under control and 
keep them at the required population level (Rafikov and Balthazar 2005). From a user’s perspective this strategy 
involves using both hands. Three out of the five users adopted a two-handed control strategy. However, two 
users also discovered that it is possible to effectively control caterpillars using introduced predators alone, i.e. 
using just their left hand. One-handed solutions took about twice as long as two-handed solutions to initially 
acquire the target state. While these solutions are a long way from being optimal, the existence of a solution that 
does not involve pesticide may be valuable for environmental reasons even if it is slower to act. The state 
variable trajectory of the system for one- and two-handed user solutions and the DIDO solution are shown in 
Figure 2. Time series plots of state variables and control parameters for the best solution discovered by User 1 
and the DIDO solution are shown in Figure 3.  

While this solution was not quite as good as the optimal solution found using DIDO it had essentially the same 
form as the DIDO solution. There is a slight overshoot in the caterpillar population density and a slight 
undershoot followed by an overshoot in the predator population density. These deviations from the target state 
may be partly explained by the relatively large size of the target box and the fact that users were told that the 
ball was “in the box” if the centre of the ball was inside the box. This allowed the users to move the ball half a 
diameter in the X and Y directions and still be “in the box”.  
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Figure 2:  System trajectories for one-handed and two-handed user solutions and a solution generated using the 
DIDO optimal control algorithm 

 

 

Figure 3:  (a) Caterpillar population density over time (b) Predator population density (c) Rate of application of 
pesticide (d) Rate of introduction of predators 

 

The main difference between control strategies used by User 1 and DIDO is in the timing of the control actions. 
In the application of pesticide, DIDO applied pesticide at the maximum rate for slightly longer than User 1. 
There was also a delay in the introduction of predators by User 1 when compared with the DIDO solution. 
Another difference between these solutions was the rate at which the control variables were changed. Control 
variable changes in the DIDO solution were close to instantaneous, while control variable changes in the 
solution from User 1 were more gradual, reflecting the time required for users to physically move their thumbs.   

Interpreting User 1’s solution in domain level terms we find that the best strategy discovered was to initially 
apply pesticide for a period of about 4 days at a rate sufficient to kill 15 caterpillars per square metre per day to 
quickly reduce the caterpillar population density, after which it is stabilised at the desired level of 20 caterpillars 
per square metre through the introduction of predatory bugs alone at a constant rate of 2.32 bugs per square 
metre per day. 
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For a particular control strategy (one or two-handed), there was considerable variation in the solutions generated 
with respect to the time taken for the system to arrive at the target state. The time taken to arrive at the target 
state varied considerably both between users and across trials for the same user. The task presented to users was, 
in essence, to learn a new physical skill in which the speed at which they could perform the task was a 
performance characteristic (Magill 2007). As such, we might expect that a user’s performance would improve 
with practice and, indeed, this appears to be the case. Figure 4 illustrates the performance of User 4 over 42 
trials. This data suggests that the mechanisms of sensory-motor learning were engaged in developing a new 
physical skill specific to the dynamics of the Lotka-Volterra population system. Furthermore, it suggests that 
further improvements in performance may have been possible with more practice.  

 

Figure 4:  Time to acquire target over 42 trials for User 4 

DISCUSSION 

This trial was designed as a proof of concept to demonstrate that it is possible to map an arbitrary dynamical 
system to a simple movement-based interface. Indeed, users can complete a typical task from the domain 
without any domain expertise.  They did so consistently, reaching a terminal solution to the problem on each of 
the over 40 trials they undertook. Some of the solutions produced by users were close to optimal, especially in 
the two-handed strategy adopted by users 1, 2, and 5.  The other two users explored non-optimal and somewhat 
unexpected one-handed control strategies. In trying to assess the results of this user trial and to frame further 
research it is useful to apply Norman’s interaction model to the simple movement-based interface presented in 
this paper. In particular, we can consider the interface in terms of gulfs of execution and evaluation.  

Gulfs of execution occur where the users’ intentions, planned actions or executed acts at the interface are not 
allowed for by the system. Identifying and removing any such discrepancies leads to interfaces that are more 
intuitive and easier to use. There are a range of factors in the movement-based interface described that could be 
addressed in this fashion, such as the effects of sensory-motor reaction times, variability in performance, and 
performance ceilings that may affect a user’s ability to produce useful solutions. However, it is also important to 
note that the approach suggested in this paper of utilising human sensory-motor capabilities as a problem-
solving mechanism relies on an essential gulf of execution – the unknown relationship between control action 
and system response. When first confronted with a task such as “put the ball in the box as quickly as possible” a 
user does not know, nor can the system tell them, what actions are required to achieve the goal. This gulf of 
execution is the problem to be solved and the idea is to leverage human sensory-motor learning as the means of 
bridging the gulf. An important point to note is that the particular movement strategies needed to solve this 
problem depend entirely on the dynamics of the system under study and the way the system is presented to 
users. Systems with different dynamics will require users to develop different sensory-motor skills 

Gulfs of evaluation occur when the information provided by a system falls short of the information need by a 
user to complete a task. Sensory-motor engagement with a system relies on an adequate sensory representation 
of the evolving state of the system. The design of our interface was simple. More complex visual, auditory or 
haptic feedback could be provided to try to assist in presentation of the system state. This is a general issue in all 
interface design, particular the design of multi-sensory displays of such abstract data. In particular, these issues 
apply to the scaling of the sensory representation in space and time. For example, the visual distance between 
the initial state and the target, and the size of the ball and target box, affect the user’s ability to accurately 
acquire the target. Similarly, the rate at which the dynamics of a system play out in real time may have a large 
affect on a user’s ability to manipulate a system. For example, while the task in the user trial lasted for 10 



22nd Australasian Conference on Information Systems Movement-based interfaces for problem solving 

29
th

 November to 2
nd

 December 2011, Sydney  McAdam & Nesbitt  

seconds, all of the control actions required to acquire the target took place within about 1 second of real time. 
Had the simulation run at a slower rate, users may have been able to produce better results in the time available.  

CONCLUSION 

This paper has reported on a usability trial designed to test the concept of using human movement in the solving 
of problems related to non-linear dynamics. Five users each performed over 40 trials the task was to move a 
simulated dynamical system from an initial state to a target state as quickly as possible. While this problem is 
relatively easy to solve using conventional techniques, there are many more problems of this general form that 
are much more difficult to solve such as problems with more state and control variables, constraints on state and 
control variables, stochastic disturbances, and so on. We believe that movement-based interfaces may provide a 
means of engaging human dynamics problem solving capabilities in solving these more complex problems, 
particularly when those problems come from domains in which human movement skills are not normally 
considered relevant, such as economics, sociology, biology, and so on. However, much further work needs to 
happen if these interfaces of the future are to become a reality. It is our intention to look further at the issues we 
have uncovered in this exploratory study. These include multi-sensory representations critical for the user to 
evaluate the system state and issues related to the user’s execution of intentions, such as how movement patterns 
are acquired, the variations that occur in individual skill and general strategies employed in solving movement 
problems. 
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