1. Minitrack Introduction

Billions of devices produce and consume video every day at staggering rates. The demand for systems and applications that can efficiently analyze video at scale has not yet been met. Researchers and developers continue to explore myriad approaches for transcoding, processing, compressing, distributing and storing visual data, as well as the derived data produced as a result of applying different transformations to the original data. A few video analytics systems and applications have achieved great successes in the past few years, e.g., Scanner [1], but the field has plenty of opportunities for research and implementation. The resurgence of Deep Learning in recent years, in combination with traditional Image Processing (IP) and Computer Vision (CV) approaches, and the increasing availability of computational resources, from edge to the cloud, and sophisticated frameworks for processing visual data, e.g., Tensorflow [2], OpenCV [3], and Vlfeat [4], have made possible the development of video analytics systems and applications that attempt to meet the demands of consumers avid for extracting insights from visual data. These applications have successfully addressed a broad range of problems, including health care, retail, autonomous vehicles, prevention of infectious diseases, fashion, real-time assistive navigation [5], surveillance, and biometric authentication.

This minitrack is open to researchers and practitioners that design and/or implement novel systems and applications that incorporate:

- Real-time video analytics and/or offline video processing
- Intelligent management and storage of visual data

2. Overview of papers

Gutierrez et al. present Vega: A Computer Vision Processing Enhancement Framework with Graph-based Acceleration. Vega allows for the efficient implementation of computer vision and image processing pipelines in computing devices at the edge. Users can easily create Computer Vision pipelines by taking advantage of Vega’s interface. The framework exploits the fact that CV algorithms are composed of many stages. Thus, pipelines are described as a graph in which each node represents a stage of the pipeline. Vega dynamically schedules each independent stage in the pipeline on multi-core CPU, and improves thread communication by using an efficient shared memory model.

Gutierrez et al. evaluate the framework using popular Computer Vision workloads, e.g., Face Detection. They also demonstrate how models can be efficiently loaded in the initialization phase of the pipeline, allowing the reuse of preloaded weights during inference in the execution phase. Vega improves the performance of the algorithms used for evaluation up to 4.82x, and produces better hardware utilization. Several research opportunities for future work will be discussed during the paper’s presentation.
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