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Abstract. The application of big data in healthcare typifies a complex socio-technical system. However, although research and practice have advanced the technical aspects of big data, comparable advancements in the social aspects (i.e., human and structural aspects) are lagging. Literature, especially on socio-technical theory, suggests that organizations may only derive benefits from big data initiatives when technical initiatives are adequately complemented by social interventions. Thus, seeing that big data is receiving considerable attention in healthcare, researchers have called for further research into the social aspects of the application of big data in healthcare. Adopting a socio-technical perspective, and drawing on a systematic review of 67 articles, this study responds to the calls by collating recommendations that are necessary to establish the socio-technical context required to derive benefits from big data initiatives in healthcare. It further synthesizes the recommendations into a set of heuristics and a model to guide managerial efforts.
and research. The practical implications, areas for further research, and the limitation of this study are discussed. This study contributes to the discourse on establishing the socio-technical context needed to derive benefits from big data initiatives in healthcare.
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1 Introduction

Advancements in Information Technologies (IT) have enabled the production of big data, which is large volumes of varied data gathered at fast pace from different sources. In 2011, data from U.S. healthcare system alone reached 150 exabytes (Raghupathi and Raghupathi 2014). The production of data, especially healthcare related data, is on the increase. For instance, the estimated amount of new healthcare data produced globally in 2013 stood at 153 exabyte rising quickly to an estimated 2314 exabyte (2.314 zettabyte) of new healthcare data in 2020 (Desjardins 2018). Likewise, the advancements in IT have enabled the development of the data analytics capabilities needed to analyse and derive meaning from the vast volume of data produced (Dendrou et al. 2016). Organizations can garner several benefits, including cost-savings and informed decision making, when they combine big data and analytics capabilities (Raghupathi and Raghupathi 2014; Sahay 2016). For instance, it is estimated that big data analytics can result in more than $300 billion in savings per year in U.S. healthcare (Raghupathi and Raghupathi 2014). Big data and data analytics capabilities thus have the potential to disrupt many industries, especially the healthcare sector, and to deliver several benefits, putting them on the agenda of organizations and governments.

However, organizations and governments face challenges with implementing and deriving benefits from big data initiatives. A big data initiative in healthcare is any effort (e.g., via a project or program) made by an entity (e.g., national institutions, healthcare organizations, and service providers) to apply big data in a healthcare context. The application of big data in healthcare typifies a socio-technical system consisting of two interacting components; the technical component (technology and task) and the social component (people and structure) (Beath et al. 2013; Bostrom and Heinen, 1977a; Lee et al. 2015; Lyyninen and Newman 2008). On the technical front, there have been remarkable advancements to surmount the challenges that face the implementation of big data initiatives. For instance, advancements in cloud computing and virtualization have enabled scalable storage capabilities to accommodate large volumes of data (Jain et al. 2016; Mell et al. 2011; Roski et al. 2014). The development of database frameworks such as Hadoop has enabled the storage, management and analysis of different formats
of data, including structured, semi-structured, and unstructured data (Grolinger et al. 2013; Luo et al. 2016; Polato et al. 2014). The addition of a semantic layer to the so-called data lake concept has made it possible to add new data sources to a data lake at runtime (Hai et al. 2016; Harper 2016). Research initiatives have looked into privacy preserving techniques (Jain et al. 2016), data analytics techniques (Lin et al. 2017; Tsai et al. 2015), and visualization techniques (Olshannikova et al. 2015).

Nevertheless, literature reviews suggest that the literature on big data has focused more on resolving technical issues (Tan et al. 2015; Wamba et al. 2015), and found the lack of focus on resolving social issues that can stall the derivation of benefits from big data initiatives (Tan et al. 2015; Tibben and Wamba 2018). Therefore, there are calls for research on big data to concentrate on the human and structural issues; for example, data governance, organizational practices, policies, and human capabilities, needed to derive benefits from big data initiatives (Sahay 2016; Tibben and Wamba 2018).

Although relatively less effort has been made at resolving human and structural issues, several researchers (e.g., Cohen et al. 2014; Ford et al. 2016) have offered lessons and recommendations in that regard. The target of this study is, through a systematic literature review, to synthesize insights that may provide a first step towards guiding big data initiatives especially in healthcare and to advance research on creating the socio-technical context needed to derive benefits from big data initiatives.

Prior systematic literature reviews on big data have centred around topics such as the potential of big data (e.g., Luo et al. 2016; Tibben and Wamba 2018), challenges of big data (e.g., Kruse et al. 2016; Parthasarathy and Steinbach 2015), the dispersion of, and themes in, big data research (e.g., Kalantari et al. 2017; Li et al. 2016), big data tools and techniques for visualization (Tan et al. 2015), and privacy preservation techniques (Jain et al. 2016). Prior systematic literature reviews have advanced our understanding of mostly the technical aspects of big data but have done little to shed light on the complementary social aspect needed to actualise the potential of big data in healthcare. This study seeks to augment prior literature by synthesizing lessons and recommendations that healthcare institutions can employ to resolve human and structural issues in order to create the socio-technical context needed to derive benefits from big data initiatives. Specifically, we seek to answer the research question: what can healthcare institutions do to create the socio-technical context needed to derive benefits from big data initiatives in healthcare?

To answer the question, we draw on socio-technical theory, the semantic data lake concept, and a systematic review of the literature on the application of big data in healthcare. We collate and synthesize lessons and recommendations from the literature on the application of big data in healthcare. We synthesize the lessons and recom-
recommendations into a set of heuristics that can guide managers and into a model within which managers can situate interventions to create the socio-technical context needed to actualize the potentials of big data in healthcare. Generally, our research contributes to the application of big data in healthcare, and specifically, to the discourse on what healthcare institutions can do to establish the socio-technical context needed to derive benefits from big data initiatives in healthcare.

The rest of the paper is organized as follows. In section two we review the background literature on big data and its application in healthcare, the semantic data lake concept, and the socio-technical systems theory which we employed as the conceptual lens for the study. Section three presents the research methods for the study. Section four discuss the findings and section five presents the implications for research and practice. The limitations and concluding remarks are discussed in sections six and seven respectively.

2 Review of background literature

In this section, we briefly review the literature on big data and its application in healthcare, then on semantic data lake and socio-technical systems theory which form the conceptual framework that guide the systematic literature review (Rowe 2014; Webster and Watson 2002).

2.1 Big data and its application in healthcare

Big data receives a lot of attention from both the academia and practice. This has resulted in increasing number of publications, especially in recent years (e.g., Hosoya et al. 2017; Gandomi and Haider 2015). Research on big data is increasing rapidly, and the definition of big data is evolving as researchers and practitioners add new terms with initial V to describe the attributes of big data. Our brief review discovered eight different V-terms associated with big data. These include Volume, Velocity, Variety, Variability, Veracity, Validity, Volatility, and Value. The definition of each of the eight V-terms is presented in Table 1.

Whilst attaining high extent of some V’s (e.g., Volume, Velocity, and Variety) may be possible now, attaining high extent of others (e.g., Veracity and Validity) reflects desired future attributes of big data (Raghupathi and Raghupathi 2014). Also, several factors; for example, industry (Gandomi and Haider 2015), or national context (Sahay 2016), or intended use of the data (Roski et al. 2014; Sahay 2016); may exclude some V’s from, or at least affect the relevance of some V’s in, the definition of big data. Thus,
in as much as the definition of big data is still evolving (Gandomi and Haider 2015; Salas-Vega et al. 2015), it is also contextual (Sahay 2016). However, volume, velocity and variety are usually indicated in widely used definitions of big data (Dendrou et al. 2016; Salas-Vega et al. 2015). For instance, Salas-Vega et al. defined big data as a “large amount of different types of data produced with high velocity from various types of sources and which must be processed through novel approaches to bypass processing limitations extending from current management tools and methods” (2015, p. 287).

Big data is applied in several aspects of our lives including commerce, security, finance, and healthcare. Researchers and practitioners have identified several areas in which big data can be applied in healthcare. In the interim, several studies report potential benefits or values that can be derived from the application of big data in healthcare. Some of the potential benefits include quality improvement in healthcare (Kruse et al. 2016); personalized medicine (Chaussabel and Pulendran 2015), geographical mapping of diseases (Luo et al. 2016), disease and population management (Kruse et al. 2016; Raghupathi and Raghupathi 2014), and cost reduction (Bates et al. 2014; Roski et al. 2014). Bate et al (2014) suggest six instances in which big data analytics can be used to identify and manage high-risk and high-cost patients. Similarly, Dendrou et al (2016) provide a review of the impact that big data (e.g., on neuroinflammation) can have on managing neurological disorders.

Also, there are some empirical results that show the impact of big data on healthcare. Roski et al (2014) elaborate empirical examples of the benefits of big data in personalized medicine in the treatment of patients with cancer, and in population health management. Monteith et al (2015) discuss several interim results from ongoing big data projects on mental healthcare, and Abouelmehdi et al (2018) provides examples of successful big data initiatives in healthcare.

The many potentials and interim benefits of big data in healthcare have resulted in the generation of a rich literature on the application of big data in healthcare. A bibliographic network analysis on big data literature shows that healthcare is the second most popular field in which big data is applied (Hosoya et al. 2017). Similarly, Kalantari et al (2017) found that the medical field is among the top five fields that apply big data. Several other research findings (e.g., in de la Torre-Díez et al. 2017; Li et al. 2016; Luo et al. 2016) suggest that big data receives a lot of application in the healthcare sector.

However, researchers (e.g., Tan et al. 2015; Wamba et al. 2015) note that most of the research efforts concentrate on the technical aspects of big data in healthcare. For instance, 73.4 percent of the 214 articles in Li et al (2016) discussed healthcare platforms, systems, and mechanisms. Similarly, Mikalef et al (2018) assert that most studies on big data focus more on infrastructure, intelligence and data analytics tools, and less
on other issues including human skills, and knowledge needs. In line with the above, there are calls for research on the human and structural factors that are required to establish the socio-technical context needed to derive benefits from big data initiatives in healthcare (Abbasi et al. 2016; Hilbert 2016; Jain et al. 2016; Kosseim and Brady 2008).

Further, scholars have also identified and discussed some challenges that confront the application of big data in healthcare. Notable amongst them are policy and trust issues that inhibit data sharing (Bates et al. 2014; Kohli and Tan 2016; Kosseim and Brady 2008); privacy and security issues (Hoffman and Podgurski 2012; Salas-Vega et al. 2015); data and algorithm governance issues (Hoffman 2017; Kruse et al. 2016; Tan et al. 2015); lack of capabilities for data management, analytics and visualization (Hoffman 2015; Marfo et al. 2017; Roski et al. 2014); and, organizational culture and stakeholder management issues (Kohli and Tan 2016; Vithiatharan 2014). These challenges further highlight the need for establishing the socio-technical context in which individuals and healthcare institutions can actualize the potentials of big data in healthcare (Abbasi et al. 2016; Kosseim and Brady 2008; Olshannikova et al. 2015; Wamba et al. 2015).

However, prior literature reviews on the application of big data in healthcare (see Table A1 in Appendix) have not addressed issues relating to creating the socio-technical context needed to derive benefits from big data initiative in healthcare. Instead, some of the review papers focused on defining big data (e.g., Altena et al. 2016; Baro et al. 2015; Lugmayr et al. 2016) and on identifying the evolving themes and dispersion of big data research (e.g., Kalantari et al. 2017; Li et al. 2016; Tan et al. 2015). Some others concentrated on the challenges of big data (Olshannikova et al. 2015; Jain et al. 2016; Abouelmehdi et al. 2018), on the potential benefits of big data in general (e.g., Elgendy and Elragal 2014; Hilbert 2016), and on the benefits and application of big data in healthcare (Monteith et al. 2015; Kruse et al. 2016; Tibben and Wamba 2018; Anshari et al. 2019). To augment prior studies and advance discussions on the socio-technical nature of big data in healthcare, this study undertakes a systematic literature review to collate and synthesize knowledge on the requisite socio-technical aspects for realizing the benefits of big data in healthcare.
The V-terms

<table>
<thead>
<tr>
<th>The V-terms</th>
<th>Description and sample references</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volume</td>
<td>describes the large amount of data that is generated and collected (Gandomi and Haider 2015; Raghupathi and Raghupathi 2014)</td>
</tr>
<tr>
<td>Velocity</td>
<td>describes the speed at which the data is generated and collected (Gandomi and Haider 2015; Raghupathi and Raghupathi 2014; Salas-Vega et al. 2015). Others do include the rate at which the data is processed and analysed in the definition of velocity (e.g., Hermon and Williams 2014)</td>
</tr>
<tr>
<td>Variety</td>
<td>describes the nature (structured, semi-structured, and unstructured) of the data and the different sources from which it is generated (Gandomi and Haider 2015; Salas-Vega et al. 2015)</td>
</tr>
<tr>
<td>Variability</td>
<td>describes variations in the rate at which the data is generated and collected (Gandomi and Haider 2015)</td>
</tr>
<tr>
<td>Veracity</td>
<td>describes the extent to which the data being generated is error free (Wynn and Pratt 2014)</td>
</tr>
<tr>
<td>Validity</td>
<td>describes the extent to which the data represents the population of interest (Hoffman 2015)</td>
</tr>
<tr>
<td>Volatility</td>
<td>describes how long the data can be stored without losing its value, or should be stored to fulfil regulatory requirement (Roski et al. 2014; Sahay 2016)</td>
</tr>
<tr>
<td>Value</td>
<td>describes the utility or potential of the data (Abbasi et al. 2016; Sahay 2016)</td>
</tr>
</tbody>
</table>

Table 1. The V-terms related to Big Data

2.2 Semantic data lake

In this sub-section, we explain the Semantic Data Lake (SDL) concept and how it relates to the application of big data in healthcare. We chose the SDL as a concept to guide our systematic literature review because of two main reasons. First, the SDL concept was formulated to overcome some issues (e.g., traceability and usability of data) related to the practical application of big data. Second, the outcome of this study was intended to feed into the implementation of a healthcare and welfare project that employs the SDL concept. We briefly explain the SDL concept.
One way to conceive the collection and storage of big data from the several sources is by using the Data Lake metaphor. According to James Dixion, the inventor of the data lake concept, a data lake is a repository of data into which data, in its natural form (structured, semi-structured, and unstructured) and from a single data source flows (Dixion 2010). However, recent uses of the concept indicate that a data lake may be fed with data from several data sources (Fowler 2015; Hai et al. 2016; Roski et al. 2014). Data from the diverse sources are integrated by using an appropriate data storage and management technology; for example, Hadoop (Polato et al. 2014). Thus, a data lake contains big data. The large volume of data from the several sources mandates the use of semantic information that enables each data element to be tracked and managed, so as to prevent the data lake from becoming a Data Swamp (Walker and Alrehamy 2015). A data swamp or ‘data graveyard’ is a data repository from which data is inaccessible, or from whose data no meaningful analysis could be derived, primarily because the data was haphazardly collected (Geoffrey 2016; Stein and Morrison 2014, p. 6).

To avoid a data lake from turning into a data swamp, a semantic layer is added to the data lake concept to form the new concept, Semantic Data Lake (SDL) (Hai et al. 2016; Harper 2016). Semantic web technologies are used to integrate data from disparate data sources in ways that make it possible to trace and link the data in the SDL as though they were produced from a single source (Auer et al. 2017; Davies et al. 2006; Ostrowski et al. 2016).

SDLs allow data sources to be added at runtime, and the resulting data to be queried using semantic queries like SPARQL. Whilst data is collected and ingested into an SDL, semantic information; that is, metadata (e.g., time stamps, data sources, etc.) is extracted from the incoming data, then stored and managed. As more and different forms of data is ingested into the SDL, the metadata cumulates and gets refined to adequately represent the different views of data stored in the SDL (Stein and Morrison 2014). The metadata aids the storage and administration of the data. Also, the value of the data analytic performed on the data, and thus the value derivable from the data, is contingent on the maturity of the metadata (Stein and Morrison 2014).

Data in an SDL is stored in its raw form so that the data can be: 1. queried based on an a priori schema to populate a data mart with data for a particular context or to answer a particular question; and 2. explored using ad-hoc queries and schemata to discover insightful patterns that may lead to innovation or further studies (Dixion 2015; Geoffrey 2016). However, because of the complexity of the SDL, only trained professionals (e.g., data scientists) may search the SDL, perform data processing and analytics, and populate data marts with contextual data (Fowler 2015). Further, the data marts are equipped with interfaces (e.g., via mobile, web, or desktop applications) that...
aid visualization and enable downstream users (e.g., medical practitioners, patients, and policy makers) to analyse and derive meaning from the contextual data (Fowler 2015; Raghupathi and Raghupathi 2014).

The layers that make up the architecture of an SDL mirror the phases of the big data lifecycle (e.g., Abouelmehdi et al. 2018; Mehmood et al. 2016; Phillips-Wren et al. 2015; Sarkar 2017). The layers of the SDL include data Source layer, Semantic and data ingestion layer, Data storage and administration layer, Data processing and analytics layer, Data visualization and use layer.

The data source layer is concerned with the data sources, for example, wearable sensors, health information systems, medical imaging, pharmaceutical information systems, and social media, at which big data is generated and from which big data is collected into the SDL (Abouelmehdi et al. 2018; Mehmood et al. 2016; Sarkar 2017; Wynn and Pratt 2014).

The semantic and data ingestion layer is concerned with extracting metadata from the incoming data and integrating the data (Auer et al. 2017; Davies et al. 2006; Ostrowski et al. 2016). The semantic and data ingestion layer involves pre-processing of the incoming data, primarily to collect metadata that will enable efficient storage, administration and tracking of data.

The data storage and administration layer is concerned with storing the data in a repository, e.g., in a Hadoop distributed file system (Mehmood et al. 2016; Sarkar 2017; Polato et al. 2014) and using data administration tools to make the data traceable and to enforce data policies in relation to the security, volatility and utility or value of the data in the SDL (Elgendy and Elragal 2014; Luo et al. 2016; Roski et al. 2014).

At the data processing and analysis layer, data science teams clean up the data and employ various data analytics techniques and tools to either query the data for answers to specific questions, or develop predictive models (Abouelmehdi et al. 2018; Sarkar 2017; Tsai et al. 2015).

The data visualization and use layer is concerned with making visualization tools and subsets of the data available to the user, and with the various uses (e.g., visual representations, meanings, or decisions) that a user can make of the data (Abouelmehdi et al. 2018; Madison 2013).

2.3 Socio-technical systems theory

Socio-technical systems theory, as applied in information systems (IS), sees an organization as a computerised system consisting of technical components and social components which interact with each other (Beath et al. 2013; Bostrom and Heinen, 1977a;
Lee et al. 2015; Lyytinen and Newman 2008). The technical components consist of task and technology, whereas the social components consist of people/actors and structure (Bostrom and Heinen, 1977a; Lyytinen and Newman 2008). The tasks relate to goals and deliverables, the technology relates to the tools, mechanisms, techniques, and technical platforms. The actors/people refer to the users, managers, designers and their attributes and capital, whereas and structure refers to the institutional arrangements (Bostrom and Heinen, 1977b; Lyytinen and Newman 2008; Ryan et al. 2002; Sarker et al. 2019). The importance of the socio-technical systems theory to the IS discipline, and to the derivation of benefits from IT, including big data analytics, has long been established (Bostrom and Heinen, 1977b, 1977a; Ryan et al. 2002).

The IS discipline is not interested in only the technical artefact (i.e., IT) but also the information held and processed by the technical artefact, and the social context in which the technical artefact is used (Beath et al. 2013; Lee et al. 2015). In fact, the IS discipline leans towards the IS artefact which is formed from the combination of and interaction among the technical, information, and social artefacts (Lee et al. 2015; Chatterjee et al. 2021). From this position, the IS discipline can bridge the gap and create synergies among disciplines that are primarily focused on technical artefacts and those that are focused on social artefacts (Beath et al. 2013; Sarker et al. 2019). Congruently, Sarker et al. (2019) point to the socio-technical theory as one of the foundational viewpoints or the axis of cohesion for the IS discipline and call on IS scholars to pursue research and contribute knowledge not only at the technical and social extremes, but also along the socio-technical spectrum where their pursuits can contribute a mixture of the social and the technical. Sarker et al. (2019)’s call is vital as the surge in emerging technologies including big data, artificial intelligence, and cyber-physical systems may lure IS scholars towards pursuing research at the technical extreme and producing knowledge that lacks an IS signature (Abbasi et al. 2016; Sarker et al. 2019).

The importance of the social components (e.g., users, group dynamics, and organizational structures) to the derivation of benefits from the technical components (e.g., big data and enterprise IT) cannot be overemphasized. In fact, one of the explanations of the productivity paradox, i.e., organizational performance not benefiting from the investments in IT, that confronted our discipline is that an IT artefact may contribute to productivity if it is supported by complementary social artefacts including IT-related labour, and organizational culture and structure (Brynjolfsson and Hitt, 1998; Liu et al. 2014; Moshiri and Simpson 2011). This explanation is supported by findings from the literature; for example, on organizational transformation (e.g., Orlikowski, 1996; Teo et al., 1997; Yeh and OuYang 2010). In an organization, since the technical components and the social components are intricately linked, a change (planned or emergent)
in one component may call for changes in the other (Bostrom and Heinen, 1977a; Lyytinen and Newman 2008). When the change in one component is disruptive, or is gradual but reaches a tipping point, a structural misalignment may occur reducing or even threatening performance and compelling an organization to make changes in the other components in order to restore structural alignment and improve performance (Lyytinen and Newman 2008). For instance, Ryan et al. (2002) found that the disruptive nature of an IT is positively related to an organization’s decision to invest in the social subsystem of the organization to accompany investments in the IT.

Largely, big data analytics has the propensity to cause disruptive change to several industries, including the healthcare sector (Raghupathi and Raghupathi 2014). For instance, via predictive analytics, big data analytics may cause disruptive changes to healthcare administration and decision-making processes (Abbasi et al. 2016; Cohen et al. 2014). Thus, according to the socio-technical systems theory, technical advancements in big data analytics and related technologies should be accompanied by corresponding advancements in the social aspects in order to derive benefits from big data investments, especially in healthcare. Prior literature reviews (e.g., Abouelmehdi et al. 2018; Hilbert 2016; Tan et al. 2015; Tibben and Wamba 2018) have highlighted the surge in technical interventions on big data and its related technologies and have hinted the lack of corresponding interventions on the social aspect of big data. In healthcare, this imbalance may not only dip performance and stall the derivation of benefits from technical intervention on big data, but also compromise the dignity of data subjects (Abbasi et al. 2016; Barocas and Nissenbaum 2014).

Thus, to augment prior research, this study adopts the socio-technical theory as a conceptual lens to glean lessons and recommendations from the literature on the application of big data in healthcare and to organize the lessons and recommendations along the layers of SDL. The study gleams lessons and recommendations relating to people/actors (e.g., users, managers, designers and their attributes and capabilities), structures (e.g., institutional arrangements and governance structures), technologies (e.g., tools, mechanisms, techniques, and platforms), and tasks (e.g., goals and deliverables) needed to actualize the potentials of big data in healthcare.

3 Research method

In this section, we briefly describe how we selected and coded the articles using the socio-technical theory as our theoretical framework, and how, using the SDL concept as a guide, we arranged the lessons and recommendations along the layers of an SDL.
3.1 Selecting articles

We conducted a systematic review of the literature on big data and related concepts focusing on what healthcare institutions can do to create the socio-technical context needed to derive intended benefits from big data related investments in healthcare. Owing to the vast literature on big data and related concepts (e.g., see Gandomi and Haider 2015; Hosoya et al. 2017), we opted for “a good or reasonable coverage rather than a comprehensive one that would make [the] review process at best ephemeral if not unachievable’ (Rowe 2014, p. 246).

We followed the guidelines of Webster and Watson (2002) for a review. On 15th November 2017, we searched ‘all fields’ of articles in ‘All Repositories’ in the AIS Electronic Library with the key words ‘Big Data’ AND ‘Healthcare’. The search returned a total of 159 articles. We read the title, abstract, and introduction of each article and eliminated duplicate articles, incomplete articles, and articles that did not contribute to answering our research question. Among those omitted from further analysis were several articles on the challenges and benefits of big data and on topics including technical solutions and taxonomy of big data applications. 35 articles remained (Table 2) for further review. We read each of the 35 article fully for lessons and recommendations on the social aspect of big data in healthcare. We then summarized the lessons and recommendations according to the layers of the SDL concept. Lessons and recommendations that did not fit a specific layer were summarized under ‘cross-cutting issues’.

Further, we went backward by skimming through the references in the articles for other relevant articles that our search missed (Webster and Watson 2002). A vast number of practitioner sources (e.g., blogs) were no longer available. We also went forward by using the ‘Cited By’ function in Google Scholar, to help us find other articles (Webster and Watson 2002). By going backward and forward (i.e., doing reference search), we identified and included 16 additional articles that met our criteria. In total, we fully read and coded 51 articles (consisting of 35 articles from initial search, and 16 articles from reference search). The 51 articles are from different fields including information systems, healthcare, and law.

To augment the 51 articles with new and relevant articles that might have emerged after our earlier search, we conducted a further exploratory search. In December 2019, before finalizing the initial draft of this paper, and in April 2021 during the first revision of the paper, we conducted exploratory search for recent articles on big data in healthcare from the AIS E-library and google scholar. We used the keywords ‘Big Data’ AND ‘Healthcare’ as we did in the earlier search. We identified, fully read, and coded 16 additional articles bringing the total number of articles included in this review to 67 (See Table 2). We included only articles that added to what we already knew from our
earlier review of the 51 articles. Table A2 in Appendix presents a summary of codes for each of the 67 articles. Figure 1 illustrates the distribution of the articles over the years of publication. In general, the discourse on socio-technical aspects of big data especially in healthcare is on the increase. We discuss the lessons and recommendations for each layer of an SDL and for cross-cutting issues in the next section.

<table>
<thead>
<tr>
<th>Date</th>
<th>Search Type</th>
<th>No. of Articles</th>
<th>Articles Included</th>
</tr>
</thead>
<tbody>
<tr>
<td>15.11.2017</td>
<td>Keyword</td>
<td>159</td>
<td>35</td>
</tr>
<tr>
<td>1.12 to 20.12.2017</td>
<td>Reference search</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>12.2019 to 04.2021</td>
<td>Exploratory search</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>Total No. of Articles</td>
<td></td>
<td></td>
<td>67</td>
</tr>
</tbody>
</table>

Table 2. Summary of literature search

Figure 1. Distribution of research articles per year
3.2 Coding articles

In line with the tenets of systematic literature review (Rowe 2014), we employed the socio-technical systems theory as our main conceptual framework in gleaning knowledge on how organizations can establish the socio-technical context needed to actualize the potentials of big data in healthcare. Whilst reading each included article, we looked for lessons and recommendations on the social aspect (i.e., people/actors, and structures) and on the technical aspects (i.e., technology and task). Table 3 below illustrates how the articles were coded.

We then organized the lessons and recommendations along the layers of the SDL concept. Lessons and recommendations that do not align with a single layer are organized under cross-cutting issues. An actionable summary of the lessons and recommendations is also presented as a set of heuristics that can guide the creation of the socio-technical context needed to derive benefits from big data initiatives in healthcare.

<table>
<thead>
<tr>
<th>Quote</th>
<th>Construct (Code)</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Designing this next generation of EHRs will require collaboration between physicians, patients, providers, and insurers in order to ensure ease of use and efficacy.” (Agrawal and Prabakaran 2020, p. 530)</td>
<td>People/Actors (P): People/Actors refer to the users, managers, designers and their attributes and capital</td>
</tr>
<tr>
<td>“There are three pillars to an effective verification system that respects patient privacy. …the second pillar is a system of independent gatekeepers to govern access to, and transmission of, patient data, so that government and independent researchers can verify big data models” (Ford et al. 2016, p. 4)</td>
<td>Structures (S): Structures refer to institutional arrangements</td>
</tr>
<tr>
<td>“New technology is required to protect data over their entire lifecycle using principles of security and privacy by design… We have developed a technology called Polymorphic Encryption and Pseudonymisation … This technology enables strong encryption of all research data in or near to the data source, remaining in an encrypted state during transport and storage of data in the research data repository” (Jacobs and Popma 2019, p. 4)</td>
<td>Technology (Ty): Technology relates to tools, mechanisms, techniques, and technical platforms</td>
</tr>
<tr>
<td>“Given that the effectiveness of analytics relies on the completeness of data, integration of data from various sources is a prerequisite for conducting meaningful analyses.” (Kohli and Tan 2016, p. 564)</td>
<td>Task (Tk): Task refers to goals and deliverables</td>
</tr>
</tbody>
</table>

Table 3. Illustrative example of coding
Findings and discussion

In this section, we discuss the lessons and recommendations from our systematic literature review that healthcare institutions may find useful in establishing the socio-technical context needed to actualize the potentials of big data initiatives in healthcare. Several of the articles we reviewed shared lessons and made recommendations concerning data sources (61 out of 67 articles), data storage and administration (46 out of 67 articles) and data processing and analysis (50 out of 67 articles). However, relatively few articles shared lessons and made recommendation regarding semantic and data ingestion (31 out of 67 articles), data visualization and use (39 out of 67 articles), and cross-cutting issues (35 out of 67 articles).

We organize the lessons and recommendations on the technical aspects (e.g., data sources, data visualization tools) and on the social aspects (e.g., data analytics teams, governance structures, and user characteristics) of big data in healthcare into a socio-technical model for the application of Big Data in healthcare.
cio-technical model for the application of big data in healthcare (see Figure 2 below). The model illustrates how the various components relate to each other and collectively form the socio-technical context needed to derive benefits from big data investments in healthcare.

4.1 Data sources

SDL in healthcare do, and should, incorporate different types of data from several sources. These include clinical data, hand-written notes, medical claims, third-party data (e.g., from pharmacies), and even patient-generated data from telemetry and wearable devices or pedometers (Abbasi et al. 2016; Dash et al. 2019; Hoffman 2015; Roski et al. 2014). The diversity of formats and sources of data makes it easy to create huge volume and variety of data at high velocity. However, whereas existing healthcare policies regarding ethics, quality, security, and privacy of healthcare data are binding on healthcare providers, they are not binding on several other entities, including patients and non-healthcare organizations, who also produce, aggregate and disseminate healthcare data leaving gaps in the coverage of healthcare policies (Hoffman 2015; Hoffman and Podgurski 2012; Salas-Vega et al. 2015). Researchers (e.g., Hoffman 2015; Hoffman and Podgurski 2012; Roski et al. 2014) thus recommend that healthcare policies be extended to cover all other entities that produce and store healthcare data. Such policy extension will not only influence the quality or veracity of the data, but will also ensure that entities that produce healthcare data and serve as data sources for big data initiatives in healthcare act in ways that protect the dignity of human subjects (Ford et al. 2016; Wynn and Pratt 2014). Research shows that legal and quality issues may deter healthcare professionals from using data from sources that do not meet healthcare standards (Hansen et al. 2014). Therefore, the policy extension should also influence the quality standards of devices, especially pedometers and telemetry devices, that qualify as data sources.

The volume and variety of data stored in SDLs make the data attractive for several uses. However, some of the intended uses do fall outside the primary purpose for which the data was collected from the respective data sources and thus, are considered as secondary uses of the data (Kosseim and Brady 2008; Winter and Davidson 2017). This has implications for healthcare policy, for example, regarding how informed consent requirements can be met to permit the use of the data for achieving other benefits of big data beyond the primary benefits for which the data was collected (Jacobs and Popma 2019; Kosseim and Brady 2008). Gaining informed consent for each specific
secondary use of the data may be very expensive if not impractical (Kosseim and Brady 2008; Sahay 2016).

Further, failure to gain the consent of a representative number of patients may compromise the validity of the data when analytics based on data from a few patients are used to inform medical decisions concerning a wider population (Hoffman 2015; Hoffman and Podgurski 2012). It is recommended that healthcare policy makers strike a balance between the confidentiality needs of the individual and the public benefits of big data (Roski et al. 2014). It is in the interest of public good for healthcare policies to reduce the need for informed consent and enforce other stringent regulations that protect the privacy of the individual (Hoffman 2015; Hoffman and Podgurski 2012). Such policy adjustments are not only required to improve the validity and value of the data (Hoffman 2015; Hoffman and Podgurski 2012) but also, they are required before the full potential of big data in healthcare can be realized (Kosseim and Brady 2008; Roski et al. 2014; Salas-Vega et al. 2015). Kosseim and Brady (2008) suggest that these policy adjustments may include permitting the use of: 1. broad consent for future, yet unspecified use (e.g., medical research) of patient data; 2. de-identification as a means of by-passing informed consent requirements; 3. implied consent by re-conceptualizing selected uses of the data (e.g., specific medical research) as a necessary adjunct to the primary purpose of healthcare; 4. legislative amendment to retroactively deem consent; and 5. existing statutory consent exemptions for other uses of the data (e.g., for medical research).

Aside the security, privacy, and ethical issues, each of the sources may introduce challenges relating to the V’s of big data especially, velocity, veracity, and variability (Abbasi et al. 2016; Goes 2014; Halamka 2014; Roski et al. 2014). Prior research recommends that standard medical procedures and terminologies, and skilled data entry personnel and clinicians are employed in medical reporting (Halamka 2014; Hoffman 2015; Ristevski and Chen 2018). This is likely to reduce error in data entry and device readings, and the number of fragmented records that may compromise the veracity of the data (Halamka 2014; Roski et al. 2014). Also, the rate at which data is captured may differ across the data sources, and the consistency of data flow from each data source may as well vary. Besides, velocity and variability of data may not reflect reality (Halamka 2014). For instance, an increase in the rate of medical records on a patient or a population may falsely indicate that the rate at which the patient or the population accesses healthcare has increased. Meanwhile, the reality may be that a new technology, or a new policy on how health records should be communicated, has improved the rate at which medical data is captured and transmitted (Halamka 2014). Policy and technical mechanisms should be enacted to improve the consistency of the rate at which data is
captured and transmitted, and thus improve the velocity and the variability of the data coming from the respective data sources.

Further, stakeholders, especially data subjects, e.g., patients, should be provided tools and methods with which they can monitor how their data is collected, analysed, and used (Pasquale and Ragone 2013). Furthermore, all stakeholders, including clinicians, patients and policy makers, should be trained and educated on privacy, security and ethical issues regarding big data, and on personal and societal benefits of big data (Hoffman 2015; Hoffman and Podgurski 2012; Mehta and Pandit 2018; Wang et al. 2018). Educating stakeholders will help reduce the fear of privacy and security lose, and curb the fear that data may be misuse (Li et al. 2015; Roski et al. 2014). Educating stakeholders will also help improve stakeholders’ perception of personal and societal gains, for example, personalized medicine, and population health management, from big data initiatives in healthcare (Chaussabel and Pulendran 2015; Cole et al. 2015; Raghupathi and Raghupathi 2014).

However, these training and education programs should also inform stakeholders about their roles as data stewards (Madison 2013). Especially, patients should ensure that they protect personally generated data, and that the pedometers and telemetry devices that they use to collect and transmit health-related data meet quality and security standards specified in healthcare policies.

### 4.2 Semantic and data ingestion

The variety of data sources and the heterogeneity in terminologies and practices used to capture health-related data make the integration of data from the several data sources difficult (Cohen et al. 2014; Kohli and Tan 2016; L. Zhang et al. 2018). For instance, differences in identifiers across several data sources hamper semantic interoperability and data integration (Kohli and Tan 2016; Vithiatharan 2014; Wang et al. 2018). At the semantic and data ingestion layer, therefore, the main recommendations are the extraction and management of metadata (Agrawal et al. 2011; Hai et al. 2016; Dash et al. 2019), and the provision of secure interfaces and links between the data sources and the SDL (Chatfield et al. 2015; Wynn and Pratt 2014). The metadata may include information about the origin, ownership, units, time stamps, and identifiers of the incoming data (Roski et al. 2014; Dash et al. 2019). It should also be informed by healthcare policies. For instance, metadata on when the data was produced, can help fulfil legal and policy requirements about the volatility of the data (Roski et al. 2014), that is, how long the data can or should be stored. Automated metadata management systems should be
used to take care of changes in the data sources, in the type and characteristics of the data, and in healthcare policy requirements (Hai et al. 2016).

Further, healthcare initiatives can improve metadata extraction and data integration by promoting data encoding standards among the various entities that produce and share healthcare data (Madison 2013; Kohli and Tan 2016; Boilson et al. 2018; Zhang et al. 2018). Such initiatives should also improve the use of standardized medical terminologies and unique abbreviations for specific medical conditions (Halamka 2014; Dash et al. 2019). Data management capabilities in terms of infrastructure and skills are needed to ensure the sourcing, acquisition and integration of data from the several sources (Marfo et al. 2017; Wang et al. 2019). However, these capabilities are difficult to develop, so when individual data sources are unable to develop and maintain these capabilities inhouse, national or regional healthcare institutions (e.g., the ministry in charge of healthcare), acting as a central coordinating agency, can make shared tools and expertise available to the various entities that produce and share healthcare-related data (Madison 2013).

### 4.3 Data storage and administration

The volume, variety and perceived value of the data stored in an SDL make the SDL prone to hacks, security attacks, and data theft (Pasquale and Ragone 2013). The prevalent problem at this layer is data security. Stringent security policies and infrastructure level security measures are needed to prohibit unauthorized access to, and dissemination of, the data (Ristevski and Chen 2018; Wynn and Pratt 2014). Some authors (e.g., Roski et al. 2014; Mehta and Pandit 2018; Senthilkumar et al. 2018) recommend that using cloud service providers is a plausible solution in this regard. For national or regional big data initiatives, a community cloud appears a more viable option compared to private and public clouds for at least two reasons. First, a community cloud is more likely to benefit from the economy of scale than a private cloud may do, and thus may provide more up-to-date security and storage elasticity than a private cloud may provide (Mell et al. 2011; Roski et al. 2014). Second, a community cloud can better focus on serving the communal interests (e.g., security, policy, and compliance requirements) of healthcare institutions than a public cloud service provider, serving several and diverse customers, may do (Mell et al. 2011; Zissis and Lekkas 2012). For instance, an EHR hosted on a community cloud can enable several healthcare centres and clinicians to share healthcare related data, whilst meeting regulatory and policy requirements (Halamka 2014). To this end, there is the need for a neutral, reliable and responsible entity to serve as a purveyor or an aggregator and to protect the interests...
of all stakeholders in line with healthcare policies and governance structures (Madison 2013; Kohli and Tan 2016; Winter and Davidson 2017).

The data format in which the data is stored in an SDL especially in the healthcare context presents a dilemma because of the several sources and intended uses of the data (Wynn and Pratt 2014; Karampela et al. 2018; Van Devender et al. 2017). The diverse sources and intended uses of the data make de-identification a shifting target which is hard to achieve before and during storage (Halamka 2014; Hoffman 2015; Hoffman and Podgurski 2012; Kosseim and Brady 2008). When de-identified data from many sources are put together, there is a likelihood that the de-identified data can be re-identified. Also, different levels of de-identification are needed to preserve the value of the data for different uses; for example, personalized medicine, and geographical mapping of diseases (Tene and Polonetsky 2012; Wynn and Pratt 2014). The privacy and value of the data stored in an SDL are very important (Sahay 2016; Salas-Vega et al. 2015). Overemphasizing privacy at this layer may adversely affect the value of the data downstream.

Thus, to preserve the value of the data for both primary and secondary uses, healthcare data should be subjected to minimal or no de-identification during storage. However, privacy should be assured by enforcing stringent policies, and technical security measures (e.g., access controls and sophisticated cryptography) to secure data in the SDL from unauthorized access and dissemination (Ford et al. 2016; Wynn and Pratt 2014). Appropriate level of de-identification can be applied when data science teams prepare data for specific purposes, which include primary uses (e.g., medical diagnosis), and secondary uses (e.g., medical research) (Kosseim and Brady 2008). Data administrators, especially those at the purveyor institution, should undergo training on healthcare related security and privacy policies (Vie et al. 2015). Also, data management capabilities are needed to ensure that the SDL does not become a data swamp or dumpster (Hai et al. 2016; Marfo et al. 2017; Dash et al. 2019).

### 4.4 Data processing and analysis

The processing and analysis of big data requires high analytics capabilities; for example, analytic tools, and a skilled data science team consisting of analysts and domain experts (Roski et al. 2014). The data science team carefully designs studies (deductive, exploratory, or predictive), creates schemata that link data items based on a question or a context, queries the raw data in the SDL, and makes appropriately de-identified data available to users via data marts (Hoffman and Podgurski 2012; Roski et al. 2014; Hoffman 2015). There can be several schemata in use. However, the raw data should not
be altered by the data science team’s activities, including creating, using, editing, and releasing a schema (Roski et al. 2014). The data science team is expected to identify data quality problems and adjust for them; for example, by estimating error rates; and to be sensitive to the differences between correlation and causation (Hoffman 2015). Also, the collaboration between analysts and domain experts is expected to curb erroneous conclusions (Halamka 2014). Highly skilled data scientists are rare and thus training is needed to ensure that the data science team has the right level of capability needed to derive benefits from the data stored in the SDL (Hoffman 2015; Marfo et al. 2017).

Security and privacy issues at this layer are focused on preventing unauthorized access to data, and ensuring that the data is appropriately de-identified before it is released to users (Halamka 2014). In that regard, stringent healthcare policies and technical measures are needed to restrict unauthorized access to data, and to ensure that appropriately de-identified data is released to users.

We use ‘appropriately’ because different levels of de-identification are required to preserve the value of the data for specific purposes. For instance, the extent of de-identification that preserves the value of data for geographical mapping of diseases may not preserve the value of the data for personalized medicine (Wynn and Pratt 2014). Tene and Polonetsky (2012) recommend that de-identification should be treated as a continuum, and that governance and contractual mechanisms should be used complementarily with de-identification to prohibit re-identification. Also, automated and scalable controls, and auditing processes may be used to enforce compliance (Bachlechner et al. 2018). Other researchers have proposed a process (Van Devender et al. 2017), an adaptive control mechanism (Yang et al. 2019), and a technology called the “Polymorphic Encryption and Pseudonymisation” (Jacobs and Popma 2019) to de-identify and prevent unauthorised access to data whilst preserving the utility of the data, especially for secondary use.

Further, research shows that the method of de-identification can affect the results obtained from the analysis of data (Van Devender et al. 2017). Thus, the method used for, and the extent of, de-identification should be appropriate to preserve the utility or value of the data for specific purposes (Tene and Polonetsky 2012; Van Devender et al. 2017).

A data governance board or agency; for example, a Data Release Review Board (Hoffman 2015), an Ethical Board (Hoffman and Podgurski 2012), or a Data Access Committee (Winter and Davidson 2017) is needed to ensure the security, privacy and value of the data that is released to users via data marts. It is recommended that the data governance board should scrutinize the data to ensure that the data is appropriately de-identified and sufficiently reliable, and that it can be of value to the intended user...
(Hoffman 2015). It should also enforce policies that prohibit users from attempting to re-identify the data, for example, by combining the de-identified data with data from other sources (Hoffman 2015 2017; Kosseim and Brady 2008). Thus, the data governance board should exercise oversight responsibility, and govern the release of data to users under specific conditions set in healthcare policies (Kosseim and Brady 2008).

However, the “degree of oversight should depend on the extent to which records contain identifiers that can be linked to specific patients” (Hoffman and Podgurski 2012, p. 91), and to specific groups of patients (Hoffman 2017). The data governance board should require users, especially third-party entities (e.g., health insurance firms and pharmaceutical companies) to publicly declare how they use data extracted from the SDL (Hoffman 2017; Kosseim and Brady 2008). The data governance board should also oversee security issues regarding the data to be released. For example, the data governance board should ensure that encrypted data is transferred along secure links between the SDL and data marts, and between the data marts and visualization tools.

Another important issue is the notion of “algorithmic accountability” (Ford et al. 2016). Research has made progress in the development of machine learning and data analytics algorithms (e.g., Lin et al. 2017). However, there are still difficulties in ascertaining whether the conclusions reached by the algorithms, especially predictive algorithms, are complete, accurate or unbiased (Ford et al. 2016). Thus, blindly following the predictions from an algorithm may lead to algorithmic accountability. For instance, when an algorithm prescribes a wrong drug or a wrong dose of the right drug, a physician that blindly follows the prescriptions becomes “automation bias” (Ford et al. 2016, p. 13). In such instances, who is responsible or accountable for the erroneous prescription or diagnosis?

Further, algorithms and their settings can restrict a priori what may be discovered in a data (Lugmayr et al. 2016). Also, algorithmic decision-making may result in ethical issues (Someh et al. 2016; Cohen et al. 2014). Thus, strict algorithm governance mechanisms are needed to develop, validate and contextualize algorithms without compromising the privacy of data subjects (Cohen et al. 2014; Ford et al. 2016; Lugmayr et al. 2016). Such mechanisms should employ the oversight role of an institution that is independent and trustworthy; for example, an academic or a healthcare institution (Ford et al. 2016). The institution should ensure that the algorithms are thoroughly verified and validated, and it should be accountable for the accuracy and reliability of the algorithm. Algorithmic accountability poses privacy problems since it requires that patient data be exposed to an outsider (i.e., the institution that verifies the algorithm) (Ford et al. 2016). However, a careful collaboration between the data governance and algorithm
4.5 Data visualization and use

User-friendly interfaces are needed to enable users (e.g., clinicians, researchers, and patients) to navigate and derive meaning from the data (Abbasi et al. 2016; Hoffman 2015; Roski et al. 2014). Halamka (2014) asserted that the pressing need of big data is no more storage and preservation but the ability to present data to users via tools and visualizations that enable decision making, quality measurements, and investigation. In the context of personalized medicine, Roski et al. (2014) stressed that patients may be unable to interpret complex analytics without a visualization tool. The literature indicates the emergence of several visualization tools, for example, iTriage (Hoffman 2015), IBM Watson Analytics (Tsoi et al. 2017), and Clinical Query (Halamka 2014).

However, some research findings suggest that users find it difficult to access their personal health data via visualization interfaces, and that visualizations can be inundated with confusing medical terminologies that are difficult for non-healthcare users to comprehend (Karampela et al. 2018). It is recommended that the designers of visualization and decision support tools consider the cognitive capabilities and analytics needs of intended users (Abbasi et al. 2016; Hoffman 2017). Information made available on these interfaces should be contextualized and contain customizable interactive components that are understandable and useable by the intended users (Hansen et al. 2014; Karampela et al. 2018). Thus, big data initiatives in healthcare should ensure that users are presented with appropriate visualization tools and data that are engaging, and from which the users can derive value (Tene and Polonetsky 2012; Madison 2013; Karampela et al. 2018; Dash et al. 2019).

A careful consideration of security and privacy issues are not exempted from this layer of SDL. The transfer of data between data marts and visualization tools should be secure (Tene and Polonetsky 2012). Also, healthcare privacy policies should be extended to cover all users of data extracted from the SDL (Hoffman and Podgurski 2012). Specifically, stringent policies should be enforced to prohibit information disclosure, and the efforts of individuals and organizations to re-identify de-identified data. The policy extensions should also cover the quality and security requirements of visualization tools and devices. For instance, healthcare policies should spell out the conditions under which a user, especially a patient, is allowed to download health data from a visualization tool unto a device (e.g., mobile phone), since such downloads may compromise the security of the data (Crawford and Schultz 2014). Further, users should be
trained based on their cognitive capabilities and data analysis needs (Mehta and Pandit 2018). Education programs should also sensitize users, especially patients, researchers, and third-party organizations, about their roles in protecting the confidentiality of medical data entrusted to them.

### 4.6 Cross-cutting issues

There are some general issues that a healthcare institution seeking to derive benefits from a big data initiative should consider on an on-going basis. Firstly, the healthcare organization should consider the specific uses and benefits, or at least broadly classify the uses and benefits, that it expects from its big data initiative, and how the benefits will be measured (Abbasi et al. 2016; Sahay 2016; Wang et al. 2018). For now, as in the case of any new wave, there are several catchy phrases and potential benefits being speculated about the application of big data in healthcare (Abbasi et al. 2016). Identifying the benefits that are expected from a big data initiative may inform what to consider as primary or secondary use of the big data stored in an SDL (Kosseim and Brady 2008). This, as discussed earlier, has significant policy implications for gaining the consent of patients, and for developing the governance structures needed to oversee the acquisition, storage, analysis, release, and use of healthcare data (Hoffman 2015; Hoffman and Podgurski 2012; Kosseim and Brady 2008).

Secondly, healthcare institutions should make changes in their organizational culture in order to derive benefits from SDL initiatives. One of such changes is a shift towards analytics mindset and data-led workflows and decision-making processes (Vithatharan 2014; Wynn and Pratt 2014; Kohli and Tan 2016; Wang et al. 2019). This shift will not only create tension between intuition and data (Abbasi et al. 2016) but will also mandate a collaboration between domain experts (e.g., clinicians) and data analysts to find solutions to pressing problems and discover innovative insights from big data (Abbasi et al. 2016; Davenport and Patil 2012; McAfee et al. 2012; Roski et al. 2014). The tension can be abased by permitting analytics and intuition to complement each other. For instance, Cohen et al. (2014) recommend that physicians should be allowed to override or appeal conclusions from analytics when they have sound reasons to do so. Also, providing supplementary information on how the analysis was performed and the data elements used in the analysis will increase transparency and help reduce the tension between intuition and analytics (Agrawal et al. 2011; Cohen et al. 2014).

Further, research shows that patients who have had prior success and no adverse effects from using a particular medication are less likely to change the medication even when more effective and efficient medication is prescribed by analytics (Hansen et al.
2014). There is therefore the need for creative ways to educate users of healthcare data, including patients, on the potentials and risks of analytics. Whereas users are educated and their work processes and practices are modified (e.g., to be data driven) to embrace big data initiatives in healthcare, healthcare institutions should also improve the transparency of data analytics processes and practices (Hansen et al. 2014; Simpson et al. 2017).

Another of such cultural changes is the establishment of an environment in which several stakeholders interact to produce, share, analyse, and derive value from healthcare data without infringing on the concerns of one another (Agrawal and Prabakaran 2020; Kohli and Tan 2016; Soltan-Zadeh and Córdoba-Pachón 2014; Wang et al. 2018). Healthcare institutions are to play leadership roles in this regard by crafting and enforcing best practices and healthcare data policies that promote trust and data sharing, and protect the concerns of the several stakeholders (Kohli and Tan 2016; Madison 2013; Wynn and Pratt 2014). Healthcare institutions should also fund shared infrastructure and tools that promote data gathering, storage, analysis and sharing (Madison 2013). These efforts should be accompanied by continuous training and education programs that address the fears of stakeholders and build their capability to embrace big data initiatives in healthcare.

Owing to the complexity of big data initiatives in healthcare, the technical implementation, identification of uses (or benefits), development of algorithms, changes to organizational culture, and education of the several stakeholders should be done iteratively (Kosseim and Brady 2008; Roski et al. 2014). Implementing iteratively, with each iteration delivering demonstrable results to stakeholders, will provide the occasion to build the information infrastructure, mobilize the several stakeholders, and establish the socio-technical context needed to successfully implement and derive benefits from a healthcare big data initiative (Aanestad and Jensen 2011; Hanseth and Lyytinen 2010).

4.7 Summary: heuristics from findings

We synthesize the lessons and recommendations discussed above into a set of heuristics (See Table 4) that can guide healthcare institutions in establishing the socio-technical context necessary to implement and derive benefits from their big data initiatives. Heuristics are loosely applicable, yet informed, guidelines that organizations may employ to solve unfamiliar problems (Berrisford and Wetherbe, 1979; Pearl, 1984) or to explore areas of uncertainty e.g., “unpredictable markets” (Bingham and Eisenhardt 2011, p. 1438). Big data initiatives in healthcare present an example of such complex and uncertain contexts (Abbasi et al. 2016; Cohen et al. 2014) where heuristics may be useful.
The heuristics in Table 4 can guide the creation and evaluation of the socio-technical context for big data initiatives in healthcare. For a particular healthcare organization, each of the heuristics can have a status (e.g., ‘done/available’, ‘on-going’, or ‘not done/not available’) which is iteratively evaluated and updated as the organization develops its socio-technical context.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Heuristics</th>
</tr>
</thead>
</table>
| **Data Source**              | • Incorporate data from several data sources.  
• Extend healthcare security and privacy policies to cover all entities that, and devices used to, produce and store healthcare-related data.  
• Develop policies that spell out data ownership issues, and how patients’ consent can be obtained to enable primary and secondary use of healthcare related data.  
• Establish clear medical procedures and terminologies and develop capabilities for capturing and transferring healthcare related data.  
• Establish and enforce the operation of Data Governance Board (Inbound) that ensures compliance with policies regarding data sources, acquisition, transfer, integration, and storage.  
• Train and educate stakeholders on the societal benefits of big data initiatives in healthcare and on the associated security, privacy, and ethical concerns |
| **Semantic and Data ingestion** | • Develop and implement stringent security policies and technical security measures for data acquisition, transfer, and integration.  
• Implement an automated metadata management system.  
• Develop data management and infrastructure capabilities including shared tools, systems, and skills |
| **Data Storage and Administration** | • Develop and implement stringent security policies and technical security measures that secure the big data in the SDL.  
• Develop a shared infrastructure capability (e.g., community cloud)  
• Develop data management capabilities, and systems and network administration capabilities |
Table 4. A set of heuristics to guide big data investments in healthcare

<table>
<thead>
<tr>
<th>Layer</th>
<th>Heuristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Processing and Analysis</td>
<td>• Develop data science teams consisting of domain experts and data analysts and equip them with analytics tools.</td>
</tr>
<tr>
<td></td>
<td>• Establish and enforce the operation of a Data Governance Board (Outbound) that ensures compliance with policies regarding data security, privacy, analysis, dissemination, and use.</td>
</tr>
<tr>
<td></td>
<td>• Formulate policies that spell out conditions under which data from the SDL can be made available to users for specific, and categories of, uses.</td>
</tr>
<tr>
<td></td>
<td>• Employ the service of an independent agency (i.e., an algorithm governance board), for example, an academic institution, to oversee the appropriation, validation, and verification of algorithms.</td>
</tr>
<tr>
<td></td>
<td>• Extend healthcare security and privacy policies to covers all entities that use the healthcare-related data from the SDL.</td>
</tr>
<tr>
<td>Data Visualization and Use</td>
<td>• Develop and enforce policies regarding security and quality standards of devices and applications that can be used to visualize and manipulate data from the SDL.</td>
</tr>
<tr>
<td></td>
<td>• Provide visualization tools that consider the cognitive capabilities of specific user segments.</td>
</tr>
<tr>
<td></td>
<td>• Train and educate different user groups on security, privacy, and ethics; and on how to use the data.</td>
</tr>
<tr>
<td>Cross-Cutting Issues</td>
<td>• Identify and classify specific, and categories of, expected benefits and uses of big data, and establish measures for each benefit or category of benefits.</td>
</tr>
<tr>
<td></td>
<td>• Promote change in organizational culture and foster the adoption of best practices.</td>
</tr>
<tr>
<td></td>
<td>• Identify, classify, and protect the interests of the different stakeholders.</td>
</tr>
<tr>
<td></td>
<td>• Iteratively implement big data initiatives in healthcare.</td>
</tr>
</tbody>
</table>

5 Implications

Research on big data is on the increase. However, although an application of big data in healthcare typifies a socio-technical system, most of the research advancements are on the technical aspect of big data. Using the socio-technical systems theory as a conceptual lens, this study contributes by consolidating lessons and recommendations on
the technical and social aspects related to the application of big data in healthcare. We organized the discourse along the layers of the SDL concept. In the sub-sections that follow, we discuss the implication of the study for research and practice on the application of big data in healthcare.

5.1 Implications for research
The study has several implications for research. First, the discourse at each layer calls for further research in which IS scholars, from the socio-technical perspective that defines our discipline, can engage in research endeavours that bridge the interests of actors who concentrate primarily on the technical (e.g., computer scientists, equipment manufacturers, and data purveyors), and those who concentrate primary on the social (e.g., data subjects, healthcare regulators, practitioners, and administrators; and management scientist). For instance, healthcare practitioners may not accept data from non-healthcare sources (e.g., wearable devices) as legitimate data sources because of regulatory and ethical reasons (Hansen et al. 2014). Research on how to influence the adoption of non-healthcare sources in healthcare big data initiatives is therefore essential. Such research effort should investigate how non-healthcare sources may meet the regulatory and ethical components of healthcare practices and policies to influence the adoption of non-healthcare sources for big data initiative in healthcare. Research should also consider the capability of healthcare practitioners to understand and use data from non-healthcare sources.

Second, the need for non-healthcare entities, especially those that gather health-related data, to comply with healthcare policies calls for future research on how the need to comply with healthcare policies will influence the participation of non-healthcare entities in healthcare big data initiatives. Research recommends that healthcare policies should be extended to cover all entities that produce and use healthcare related data (Hoffman 2015; Hoffman and Podgurski 2012). However, we do not know how such policy extension will affect the willingness of non-healthcare entities to participate in big data initiatives in healthcare. Since non-healthcare entities gather high volume of healthcare data, research on the effect of policy compliance on the participation of non-healthcare entities in healthcare big data initiatives is important. Such research efforts should consider the components of a healthcare policy that may encourage participation and the components that may impede participation, and how the components of the healthcare policy can be leveraged to encourage participation without compromising the privacy, and dignity of data subjects (Abbasi et al. 2016; Barocas and Nissenbaum 2014).
Third, there is the need for research into strategies and programs needed to educate the diverse stakeholders of big data initiatives in healthcare (e.g., individuals, healthcare entities, and third-party institutions) on the privacy, security, and ethical implication of big data in healthcare. Information systems research has explored, for example, information systems security training programs in an organizational context (e.g., see Katsikas 2000; Puhakainen and Siponen 2010). Future research can adapt such programs for a wider audience (e.g., including patients) outside an organizational context. Research on the training programs should consider the differences in the cognitive capabilities and health literacy of the different stakeholders and find creative means of presenting and disseminating training contents to various stakeholder groups. Researchers can also consider game-based approaches to such training programs.

Fourth, the interplay among the cognitive capability of stakeholders, and security features and utility of visualization tools calls for further research. For instance, future research should explore how to design the security features of visualization tools in ways that do not impair the adoption, usability, and utility of visualization tools. Information systems research, especially those that employ design science research methods (see Peffers et al. 2007) and focus on designing IT artefact, are especially important in this regard (Abbasi et al. 2016).

Fifth, the literature lacks clarity especially on the workflows and mechanisms that organizations can leverage to actualize the potentials of big data in healthcare. Future research can augment earlier attempts (e.g., Abbasi et al. 2016; Seddon et al. 2017; Grover et al. 2018) at explicating the paths along which big data may result in organizational benefits, especially in healthcare. Further, information systems research on business process design and enterprise architecture can lend support to the design of workflows and practices that may enable healthcare institutions to derive benefits from big data initiatives. Such research endeavours should be multidisciplinary, leveraging experiences in healthcare practices and policies, and experiences in business process design and enterprise architecture. Empirical research, especially in-depth case studies, will be particularly useful in demonstrating the benefits of big data and the paths along which organizations derive the benefits. Moreover, such empirical research may share experiences on organizational mechanisms and practices (e.g., data and algorithm governance mechanisms, stakeholder education, and analytics-based decision making) upon which further research can build. Future research can as well leverage advances in the nascent yet fast evolving literature on data governance (e.g., Khatri and Brown 2010; Tallon 2013), and information governance (e.g., Tallon et al. 2013; Kooper et al. 2011) to inform how organizational processes and practices can be architected to
support the derivation of benefits from big data initiatives whilst meeting requirements in healthcare policies.

Lastly, future research may employ the model that we have proposed in this paper in, for example, design science research or action design research (see Sein et al. 2011) in order to refine and extend the model and to solicit new knowledge on how the model can be instantiated in different contexts.

### 5.2 Implications for practice

The study has implications for practice as well. First, the study sheds light on lessons and recommendations, organized into a set of heuristics, that can help management establish the organizational context needed to actualize the potentials of big data in healthcare. The heuristics should however be adapted to targeted contexts and implemented iteratively.

Second, implementing the recommendations demands a multidisciplinary approach which involves stakeholders from diverse fields, including, legal, information systems, data science, and healthcare. The different stakeholders should be assembled, for example, in focus groups to consider the recommendations vis-à-vis national policies and existing healthcare practices. Where there are gaps in policies and practices, the focus groups can draft proposals for policy reviews. For instance, when healthcare policies do not cover non-healthcare entities that produce and use healthcare data, the focus group can draft and submit a proposal for policy review.

Further, smaller groups should be formed to focus on specific issues. For example, the small groups may focus on determining the composition of data governance boards and specific conditions under which data can be released to third-party institutions; or on identifying the various benefits that are required from the big data initiative; or on identifying the capability needs and interests of various stakeholders and making recommendations on how to protect the interests of all stakeholders.

Third, though the focus of this study is on healthcare, the results is applicable to big data related initiatives in other sectors, e.g., education, government, and social welfare. For instance, policy makers and practitioners will find the set of heuristics useful for resolving some challenges of open data and open government initiatives (Chatwin and Arku 2018; Janssen et al. 2012; Zuiderwijk and Janssen 2014).
6 Limitations

This paper has two main limitations. First, our search was limited to the repositories available to the AIS Electronic Library, and the result was restricted by the search terms that we used. Thus, there may be recommendations elsewhere that we did not include in our review. However, by using reference search, we have included articles from different disciplines (e.g., information systems, healthcare, and law) and have captured an adequate number of recommendations that are relevant to big data initiatives in healthcare.

Future research may consider using broader search terms and multiple databases to discover a more comprehensive list of recommendations. Such research efforts may also consider other areas of application aside healthcare. Further, future research can also employ other research methods, including in-depth case study (especially multiple cases study) of organizations that have successful created an enabling socio-technical context and have actualized the potentials of big data in healthcare. Failed cases, especially cases that have the recommendations from literature yet failed, will also improve our understanding of other issues beyond what we know that may stall the derivation of benefits from big data initiatives in healthcare.

Second, the model in Figure 2 and the set of heuristics in Table 4 are conceptual. We invite scholars to test the efficacy of, and extend, the model and the set of heuristics through empirical studies. On the one hand, scholars can examine the model and the set of heuristics vis-à-vis what exists in successful or failed big data cases, especially in healthcare. On the other hand, scholars can through methods like action research and design science research introduce and adapt the model and heuristics in organizations and study their efficacy. Both approaches are likely to provide insights that advance our understanding of the social context that should accompany technical advancements in big data initiatives in healthcare.

7 Conclusion

Research on the application of big data especially in healthcare is fast advancing. However, most of the advancements are related to the technical aspects of big data. Less attention is paid to the social aspects (i.e., people and structural issues) impeding the establishment of the socio-technical context that is necessary to derive benefits from big data investments (Abbasi et al. 2016; Kosseim and Brady 2008).

Nevertheless, some scholars have shared lessons and recommendations on how to address the human and structural issues related to application of big data in healthcare. In this paper, we adopt the socio-technical systems theory as a conceptual lens to collate...
and synthesize the lessons and recommendations from the literature to guide healthcare institutions in identifying and resolving the people and structural challenges that may stall big data initiatives in healthcare. We synthesized the lessons and recommendations along the layers of the SDL concept. Based on the synthesis, this study contributes a set of heuristics to guide managers, and a model within which managers can situate interventions to establish the socio-technical context needed to actualize the potentials of big data in healthcare.
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### Appendix A

<table>
<thead>
<tr>
<th>Author</th>
<th>Publication Title</th>
<th>Focus of Review</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elgendy and Elragal (2014)</td>
<td>Industrial Conference on Data Mining</td>
<td>Opportunities of big data analytics, and different big data analytics methods and tools</td>
</tr>
<tr>
<td>Günther et al (2017)</td>
<td>Journal of Strategic Information Systems</td>
<td>Debates that surround the realization of value from big data at the work-practice, organizational and supra-organizational levels.</td>
</tr>
<tr>
<td>Herland (2014)</td>
<td>Journal of Big Data</td>
<td>Prior research on big data tools and approaches for the analysis of health informatics data gathered at multiple levels</td>
</tr>
<tr>
<td>Li et al (2016)</td>
<td>AMCIS 2016</td>
<td>Topics and areas of application of big data in healthcare.</td>
</tr>
<tr>
<td>Author</td>
<td>Publication Title</td>
<td>Focus of Review</td>
</tr>
<tr>
<td>--------</td>
<td>------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Luo et al (2016)</td>
<td>Biomedical informatics insights</td>
<td>Application of big data in biomedical and healthcare research. The challenges of, and the opportunities to improve, the application of big data in healthcare.</td>
</tr>
<tr>
<td>Parthasarathy and Steinbach (2015)</td>
<td>AMCIS 2015</td>
<td>Issues, challenges, and findings pertaining to the application of health informatics to improve the quality of healthcare</td>
</tr>
<tr>
<td>Phillips-Wren et al (2015)</td>
<td>Communication of the AIS</td>
<td>Summary of research themes, methods, and theories in big data research; and a summary of opportunities for future research organized along the components of a big data analytic framework.</td>
</tr>
<tr>
<td>Rueckel and Koch (2017)</td>
<td>AMCIS 2017</td>
<td>Collated and confirmed application areas of big data in healthcare</td>
</tr>
<tr>
<td>Wang et al (2018)</td>
<td>Technological Forecasting &amp; Social Change</td>
<td>Big data analytics capabilities, benefits, and implementation strategy</td>
</tr>
<tr>
<td>Author</td>
<td>Publication Title</td>
<td>Focus of Review</td>
</tr>
<tr>
<td>--------</td>
<td>-------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Bahri et al (2019)</td>
<td>IEEEAccess</td>
<td>Impact and challenges of the application of big data in healthcare</td>
</tr>
<tr>
<td>Alexandru et al. (2018)</td>
<td>Informatica Economica</td>
<td>Opportunities and challenges of big data in healthcare</td>
</tr>
<tr>
<td>Anshari et al. (2019)</td>
<td>ICIMTech</td>
<td>Different mobile healthcare services supported by Big Data</td>
</tr>
<tr>
<td>Senthilkumar et al. (2018)</td>
<td>American Journal of Theoretical and Applied Business</td>
<td>The process and application of big data analytics in healthcare</td>
</tr>
</tbody>
</table>

Table A1. A summary of systematic literature reviews on Big Data
### Lumor et al.: Creating the Socio-technical Context for Big Data Benefits in Healthcare

<table>
<thead>
<tr>
<th>Author</th>
<th>DS</th>
<th>S&amp;DI</th>
<th>DS&amp;EA</th>
<th>DP&amp;E</th>
<th>DV&amp;U</th>
<th>C-CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Van Devender et al (2017)</td>
<td>Ty, Tk</td>
<td></td>
<td></td>
<td>Ty,S,Tk</td>
<td>Ty, Tk</td>
<td></td>
</tr>
<tr>
<td>Cave (2017)</td>
<td></td>
<td></td>
<td></td>
<td>S, Tk</td>
<td></td>
<td>P, Tk,S</td>
</tr>
<tr>
<td>Heavin (2017)</td>
<td>Tk, Ty</td>
<td>Tk,Ty,S</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Winter and Davidson (2017)</td>
<td>Ty,S</td>
<td></td>
<td></td>
<td>Ty,Tk,S</td>
<td>S,Ty,Tk</td>
<td>S,Tk, Tp</td>
</tr>
<tr>
<td>Zhang and Raghavan (2017)</td>
<td>Tk, Ty</td>
<td>Ty</td>
<td></td>
<td></td>
<td>S</td>
<td></td>
</tr>
<tr>
<td>Lugmayr et al (2016)</td>
<td></td>
<td></td>
<td></td>
<td>Ty,Tk,S</td>
<td>Ty, Tk</td>
<td></td>
</tr>
<tr>
<td>Schaeffer et al (2016)</td>
<td>Tk, Ty,S</td>
<td></td>
<td></td>
<td>Tk,Ty,S</td>
<td>Tk, Ty,S</td>
<td></td>
</tr>
<tr>
<td>Asadi Someh et al (2016)</td>
<td>S,P,Tk</td>
<td></td>
<td></td>
<td>Tk,S,P</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sahay, (2016)</td>
<td>Tk,S, Ty</td>
<td>Tk,Ty,P</td>
<td>Ty,S, Tk,P</td>
<td>S,P, Tk</td>
<td>S,P, Tk</td>
<td>S,P, Tk, Ty</td>
</tr>
<tr>
<td>Waldman et al (2016)</td>
<td>Ty</td>
<td>Ty</td>
<td>Ty,Tk</td>
<td>P, Tk</td>
<td>P, S, Tk</td>
<td></td>
</tr>
<tr>
<td>Christovich (2016)</td>
<td>Ty,Tk</td>
<td>S, Tk,P</td>
<td>S, Tk,P</td>
<td>Tk,Ty,S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Serhani et al (2016)</td>
<td>Ty</td>
<td>S, Ty</td>
<td></td>
<td></td>
<td>Ty</td>
<td></td>
</tr>
<tr>
<td>Berge (2016)</td>
<td>Tk, Ty</td>
<td>S,Tk,Ty</td>
<td>Ty, Tk</td>
<td>S,Ty,Tk</td>
<td>P,S, Tk</td>
<td>Ty,Tk,S,P</td>
</tr>
<tr>
<td>Author</td>
<td>DS</td>
<td>S&amp;DI</td>
<td>DS&amp;A</td>
<td>DP&amp;I</td>
<td>DV&amp;U</td>
<td>C-CI</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>---------</td>
<td>--------</td>
<td>--------</td>
<td>-------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>Hoang and Dang (2015)</td>
<td>Ty, Tk</td>
<td>Ty</td>
<td>Ty, Tk</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wynn and Pratt (2014)</td>
<td>Ty, Tk</td>
<td>Tk, S, P</td>
<td>Ty, P, Tk</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crawford et al (2014)</td>
<td>Tk, Ty</td>
<td>Tk</td>
<td>Tk, Ty, S</td>
<td>Tk, Ty</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Raghupathi et al (2014)</td>
<td>Ty, Tk</td>
<td>Tk</td>
<td>Tk, S</td>
<td>Tk, Ty</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hansen et al (2014)</td>
<td>Ty, Tk</td>
<td>Ty</td>
<td>Tk, S, Ty</td>
<td>Tk, P, Ty</td>
<td>S, P</td>
<td></td>
</tr>
<tr>
<td>Vithiatharan (2014)</td>
<td>S</td>
<td>Ty, Tk</td>
<td>S, Tk</td>
<td>Ty</td>
<td>Ty</td>
<td>S, Tk</td>
</tr>
<tr>
<td>Soltan-Zadeh et al (2014)</td>
<td>Ty</td>
<td>Tk</td>
<td>S, P</td>
<td>S, P</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lin et al (2016)*</td>
<td>Tk</td>
<td>Ty</td>
<td>Tk, Ty</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abbasi et al (2016)*</td>
<td>Tk, Ty</td>
<td>S, Tk</td>
<td>Tk, Ty, S</td>
<td>Ty, P</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hai (2016)*</td>
<td>Ty</td>
<td>Ty</td>
<td>Ty, S</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dendrou et al (2016)*</td>
<td>Ty, Tk</td>
<td>Tk, S</td>
<td>Ty, Tk, S</td>
<td>S, Tk, P</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Author</td>
<td>DS</td>
<td>SDI</td>
<td>DS&amp;A</td>
<td>DP&amp;A</td>
<td>DV&amp;U</td>
<td>C-CI</td>
</tr>
<tr>
<td>-----------------------------------</td>
<td>------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>--------</td>
<td>------</td>
</tr>
<tr>
<td>Stepp and Weigel (2016)*</td>
<td>Ty</td>
<td>Tk</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Li, Wu, Lui, and Li (2015)*</td>
<td>P,S, Tk</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hoffman (2015)*</td>
<td>Ty,S,Tk</td>
<td>Ty</td>
<td>S,P, Tk</td>
<td>S,P, Tk</td>
<td>S,P</td>
<td></td>
</tr>
<tr>
<td>Salas-Vega et al (2015)*</td>
<td>S,Ty,Tk</td>
<td>S, Tk,P</td>
<td></td>
<td>S,P, Tk</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Roski et al (2014)*</td>
<td>Ty, Tk</td>
<td>Tk,Ty,S</td>
<td>S,P, Tk</td>
<td>S,P, Tk</td>
<td>Ty,Tk,P</td>
<td></td>
</tr>
<tr>
<td>Halamka (2014)*</td>
<td>Tk,S,Tk</td>
<td>Tk,S,S</td>
<td>Tk,S,P</td>
<td>Tk,S,P</td>
<td>PS, Ty</td>
<td></td>
</tr>
<tr>
<td>Cohen et al (2014)*</td>
<td>Ty,S</td>
<td></td>
<td>Tk,Ty,S,P</td>
<td>Ty,P</td>
<td>S,P, Tk</td>
<td></td>
</tr>
<tr>
<td>Hoffman and Podgurski (2012)*</td>
<td>Ty, Tk</td>
<td></td>
<td>S,P, Tk</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kosseim and Brady (2008)*</td>
<td>P,S</td>
<td>S,Ty,Tk</td>
<td>S,Ty,Tk</td>
<td>Ty,P</td>
<td>S,P, Tk</td>
<td></td>
</tr>
<tr>
<td>Dash et al. (2019)*</td>
<td>S,Tk,Ty</td>
<td>Ty, Tk</td>
<td>Ty,PS</td>
<td>Ty, Tk</td>
<td>Ty</td>
<td>S, Tk,P</td>
</tr>
<tr>
<td>Wang et al. (2019)*</td>
<td>S, Ty</td>
<td>S,Tk,Ty</td>
<td>S,Tk,Ty</td>
<td>S, Tk</td>
<td>S, Tk</td>
<td></td>
</tr>
<tr>
<td>Yang et al. (2019)*</td>
<td>Ty,P, Tk,S</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abouelmehdi et al. (2018)*</td>
<td>Ty,S,Tk</td>
<td>Ty, Tk</td>
<td>P, Ty,S</td>
<td>Ty,S,Tk</td>
<td>P, S, Ty, Tk</td>
<td></td>
</tr>
<tr>
<td>Bachlechner et al. (2018)*</td>
<td>Ty,Tk,S</td>
<td></td>
<td>S</td>
<td>P,S</td>
<td>S,P</td>
<td></td>
</tr>
<tr>
<td>Boilson et al. (2018)*</td>
<td>S,Ty,Tk</td>
<td>S, Ty,P</td>
<td>Ty,S,Tk</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Karampela et al. (2018)*</td>
<td>Ty,P</td>
<td></td>
<td></td>
<td>P,Tk,Ty</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mehta and Pandir, (2018)*</td>
<td>Ty</td>
<td>S,Ty,Tk</td>
<td></td>
<td>P,Tk,P</td>
<td>S,P, Tk</td>
<td></td>
</tr>
<tr>
<td>Ristevski and Chen (2018)*</td>
<td>Ty,Tk,P</td>
<td></td>
<td>Ty,PS</td>
<td>Tk, Ty</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Senthilkumar et al. (2018)*</td>
<td>Tk, Ty</td>
<td></td>
<td>S,P, Tk</td>
<td>Tk,S,Ty</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Author</td>
<td>DS</td>
<td>S&amp;DI</td>
<td>DS&amp;A</td>
<td>DP&amp;A</td>
<td>DV&amp;U</td>
<td>C-CI</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>----------</td>
<td>---------</td>
<td>---------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
</tr>
<tr>
<td>Wang et al. (2018)*</td>
<td>S, Ty</td>
<td>Tk, Ty</td>
<td>S, Tk, Ty</td>
<td>S, Tk, Ty</td>
<td>P, S, Tk, Ty</td>
<td>S, Ty, P, Tk</td>
</tr>
<tr>
<td>Zhang et al. (2018)*</td>
<td>P, S, Tk</td>
<td>S, P, Tk</td>
<td>S, Tk, Ty, P</td>
<td>S, Tk, Ty, P</td>
<td>S, Ty, Tk, P</td>
<td></td>
</tr>
<tr>
<td>Agrawal et al. (2020)*</td>
<td>Ty</td>
<td>Ty, Tk</td>
<td>S, Tk, Ty</td>
<td>S, Tk</td>
<td>S, P, Tk</td>
<td></td>
</tr>
<tr>
<td>Blasimme et al (2019)*</td>
<td>Tk, S</td>
<td>S, P, Tk</td>
<td>S, P</td>
<td>S, P, Ty</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poom et al (2020)*</td>
<td>S, Ty, P</td>
<td>S, Ty</td>
<td>Ty, S, P</td>
<td>S, P</td>
<td>S, P, Tk</td>
<td></td>
</tr>
<tr>
<td>Jacobs and Popma (2019)*</td>
<td>S, P, Tk, Ty</td>
<td>S, P, Ty</td>
<td>S, Ty, Tk</td>
<td>S, P, Tk</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cruz (2020)*</td>
<td>S, P</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>S, P, Tk</td>
</tr>
<tr>
<td>No. of Articles</td>
<td>61</td>
<td>31</td>
<td>46</td>
<td>50</td>
<td>39</td>
<td>34</td>
</tr>
</tbody>
</table>

Data source layer (DS); semantic and data ingestion layer (S&DI); data storage and administration layer (DS&A); data processing and analytics layer (DP&A); data visualization and use layer (DV&U); cross-cutting issues (C-CI); * Snowball and exploratory search; S structures; P people/actors; Ty Technology; Tk Task

Table A2. A list of articles reviewed