Association for Information Systems

AIS Electronic Library (AISeL)

Americas Conference on Information Systems

AMCIS 2007 Proceedings (AMCIS)

December 2007

Without Permission: Privacy on the Line

Joanne Pratt
Joanne H. Pratt Associates

Sue Conger

Follow this and additional works at: http://aisel.aisnet.org/amcis2007

Recommended Citation

Pratt, Joanne and Conger, Sue, "Without Permission: Privacy on the Line" (2007). AMCIS 2007 Proceedings. 119.
http://aisel.aisnet.org/amcis2007/119

This material is brought to you by the Americas Conference on Information Systems (AMCIS) at AIS Electronic Library (AISeL). It has been accepted
for inclusion in AMCIS 2007 Proceedings by an authorized administrator of AIS Electronic Library (AISeL). For more information, please contact
elibrary@aisnet.org.


http://aisel.aisnet.org?utm_source=aisel.aisnet.org%2Famcis2007%2F119&utm_medium=PDF&utm_campaign=PDFCoverPages
http://aisel.aisnet.org/amcis2007?utm_source=aisel.aisnet.org%2Famcis2007%2F119&utm_medium=PDF&utm_campaign=PDFCoverPages
http://aisel.aisnet.org/amcis?utm_source=aisel.aisnet.org%2Famcis2007%2F119&utm_medium=PDF&utm_campaign=PDFCoverPages
http://aisel.aisnet.org/amcis?utm_source=aisel.aisnet.org%2Famcis2007%2F119&utm_medium=PDF&utm_campaign=PDFCoverPages
http://aisel.aisnet.org/amcis2007?utm_source=aisel.aisnet.org%2Famcis2007%2F119&utm_medium=PDF&utm_campaign=PDFCoverPages
http://aisel.aisnet.org/amcis2007/119?utm_source=aisel.aisnet.org%2Famcis2007%2F119&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:elibrary@aisnet.org%3E

Pratt and Conger, Without Permission

WITHOUT PERMISSION: PRIVACY ON THE LINE

Joanne H. Pratt Sue Conger
joannepratt@post.harvard.edu sconger@aol.com
Joanne H. Pratt Associates University of Dallas
3520 Routh St. 1845 E. Northgate Dr.
Dallas, TX 75219 Irving, TX 75062
214.528.6450 214.850.6424
Abstract

Considerable research shows that personal information privacy has eroded over the last 30 years.
Prior research, however, takes a consumer-centric view of personal information privacy, a view that leads
to the conclusion that the individual isresponsible for his’/her own information. Thisresearch presents and
defends a comprehensive personal information privacy model of extra-organizational data sharing,
leakages, and transgressions of data that incorporates how data are actually passed and leaked to
organizations of whom the consumer has no knowedge and over which the consumer has no control. This
research presents support for the existence of the extra-organizational parties and the need for more
complete comprehension of personal information privacy in business-to-consumer research. In addition,
the research supports the presence of data transgressors and data invaders, identifying the magnitude of
privacy violationsin spite of legal and self-protection policies. The model can serve as a guide for privacy
research and for social discussion and legislation to manage and regulate use of data once collected.

Keywords: Personal Information Privacy, Data Aggregdbata Appropriator, Data Invader

Introduction

Personal privacy is a vague concept generally applied rngeonfidential anything an individual does not want
known. The assumption is that we each have inalierréditts to keep private anything about us that we westing access
rights in exchange for societal participation. Citizépsand employment cause us to cede right of identity, diemic
location, and family arrangements. Through transastime cede the rights to personal transaction infoomato
aggregators who, until recently, limited their data atib®m and aggregation to otherwise ceded informationceRéy,
because of new and maturing technologies, we are unkngwgnghg away much more than just identity, locationgd an
transaction information. Aggregators and others witlp@utission to do so, collect click-streams, phonerds; Internet
protocol (IP) address, personal movements, food and medisiage, genetic makeup, DNA, and health, biologicaljrcaimn
genealogical, and financial histories. Privacy iglarg as new technologies enable this massive colfeciggregation, and
sale of everything about everyone.

Data integration has led to functional, economic, awibs benefits but also to abuses to individual privddyuses to
personal information privacy (PIP) are beginning to eigWw the benefits obtained by widespread data integratidrsale.
Legal data integrators are being pre-empted by para-ledallagal entities seeking insatiable accessibilitynimutia on
every facet of individuals’ lives.

This research first presents an expanded PIP model, g#xitra-organizational data sharing entities along thi¢h
threats they pose to PIP. Then, proof of the existand extent of threats to PIP from the fourth partiéata appropriators,
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and fifth parties — data invaders is offered. The nestiedescribes the effectiveness of current attetoptafeguard PIP
by legislation and self-protection. Finally, the imgamrce of interest in PIP issues and possible actiengrasented.

An Expanded Model of Information Privacy

This section summarizes a model of information privd@t integrates extra-organizational uses of persortal da
provided to vendors as part of transaction processindg B@&c leading to the decision calculus in Figure 1 and tosvar
depicting the relationships between them represent ameahich significant research has already been coeduahd
incorporates the bodies of work summarized in Culnan ants#ong (1999) and Cheung, et al. (2005).

The expanded privacy model contributes to the literatusewvaral ways. First, it presents a model of data exghthat
includes all parties: the individual holding private data& ¥lendor(s) to whom it is initially released; 3rd pdetyal data
integrators, 4th party government and commercial daspdssers and 5th party data invaders. While these cdadtaye
individually been the topic of some research, nondefresearch found ties the subject matter to PIP,gresenting an
incomplete view of the data relationships among orgéinizaa Second, the model in this research integeatdsenlarges
separate frameworks that model privacy and online tcéiogaprocessing.

Personal privacy before web maturity as modeled by @Quama Armstrong shows the consumer disclosing informatio
based on achieving benefits that exceed risks. The nadphasizes feedback, which enables the vendor to predict
subsequent behavior such as consumer retention, defectibe attraction of new customers. Published in 19%9ntbdel
does not specifically treat online transactionss & privacy leverage approach. The second model (Cheah@805) treats
online transactions without incorporating privacy isstidse model emphasizes the individual consumer, the prathect,
vendor and the environment. For each, a set of cteistics is used to model the consumer’s online irgenadoption and
continuance to purchase.

In contrast, the expanded model assumes the individual hds the benefit/cost calculus based on the factors that
Culnan and Armstrong and Cheung et al delineate. It statke point the trade-off has been made and tracasshaippens
to the data thereafter. The

expanded model changes the L
focus from the individual to 'Fhe — P 4;;@ o o Pary
data based on the proposition Data Integrators Tresassers Data Invaders

that the data has an independent
existence apart from the
individual, once passed to the
2nd party vendor and from the

2nd party to 3rd, 4th and 5th + 2nd Party
. . . Yendor/Provider
parties. As it is transferred, .
integrated, and mined, it is
transformed into information that L
could benefit the 1st party, or as 1=t Party
. . Consumer/ Individual
daily media coverage makes Transaction
clear, subject the 1st party or
others to harm. T
Part of the 1st party Decision

Calculus

individual's decision includes

what data to provide to the 2nd *
party vendor based on the 1
expected life and use of that data, d

H wendor (5) Medium Environment Consumer Product/service
percelved reasonableness Of the Characteristics Characteristics Characteristics Characteristics Characteristics
data collected, expected benefits, : S

. Figure 1. Expanded Model of Personal Information Privacy
and expectations of corporate use (Adapted from Cheung, et al. 2005, Conger, et al. 2005; Culnan & Armstrong, 1999)
of the collected data (Conger, et
al.2005, McKnight, et al. 2004).

Figure 1 presents the expanded model of personal infornatieacy. The type of data requested leads the individual
consumer to draw conclusions about the perceived redeaeab of collected data. Perceived reasonablenekgais a
new construct in the decision calculus that arises ftorporate use of smart technologies that can sureesiyi collect
such data as click streams, personal movements, fooshegidine usage, genetic markers, DNA, health, or otleéadical
data, and criminal, genealogical, or financial hist@@pnger, et al. 2005, McKnight, et al 2004). The decisionutizdc
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results in an assessment of trust and risk, to eitresuenmate or cancel the transaction and, if consundmatech data to
share and the sharing duration. It is a tradeoff irchvkine individual gives up privacy to gain perceived benefits

The problem is that once the data is released, proauyot be restored. Data may be collected before,glwirafter an
actual business transaction and the data collection bmaynown or unknown by the consumer. Combined witteroth
transactional and post-transactional data, this dathles) for example, the building of a consumption profiteaf family
that could affect their insurance or medical coveraggs@mers appear ignorant of corporate privacy policiesrelyd
heavily on organizations that vouch for the trustwiortls of the vendor (McKnight, et al. 2004). From thesoamer’s
perspective, stewardship is inherent in the exchangeiwdqgyrfor benefits. Stewardship implies vendor prabecof
customers' personal information (Wernick 2006). More fordada protection was promised through the fair inforamati
practice principles, which were developed in the 1970s and 1880guéded privacy law development throughout the world
(Cate 2007). However, the ensuing directives and guidelvtesther in Europe, the Asia-Pacific region (APEC)ihw
U.S., are rarely invoked and often superceded, for exatmplEhe Homeland Security Act (HSA) of 2002 and The Patriot
Act of 2001 (Cate 2006, Greenleaf 2006, OECD 2003).

3", 4" and 8" Party Data Sharing

Third party data integrators operate legally sanctionenhésses set up in the 1960s to provide added information about
their consumer bases to vending organizations. Fuptiobiems arise when 4th-party trespassers or appropriggerdata
without 1st-party and/or 2nd-party permission. Such pattiEssnight be governmental pre-emption of data (Ahrens 2006,
Cauley 2006, DARPA 2002, Seffers 2000, Waller 2002) or legitimatesthaiang partners by of the 3rd-party who violate
the terms of their agreements. There is no actuglfevaExperian, for instance, to ensure proper use siao®liance is
self-reported. Further, government cooption of data baseainder increasing scrutiny as violating constitutioigdits to
privacy provisions (Zeller 2005).

The last category is 5th-party data invaders. They arganded, unwanted, unethical and/or illegal users of vetakar.
Fifth-party usage results from non-compliant employeatiehs that result in leakages or from illegal actesti Fifth-party
data users obtain data without permission or knowleddeeatdta holders, which may be 1st, 2nd, 3rd or 4th paft@sy
2003, Albrecht 2004, Carlson 2006). People who steal computenstamtbak names, addresses, and financial or medical
information, fall into this category (Zeller 2005).

One issue in developing a new model of PIP is to providefmf the existence of all constructs. Since the 1970’s
researchers have addressed issues of cyber securéyf¢6example, Culnan 1993, Culnan and Bies 2003, Denning and
Baugh 1999, Denning 2001, Gouldson 2001, Granville 2003). The cormetbenning, Gouldson, and Granville research
to personal information privacy was unclear. Theaedeof Culnan, Smith and others was the genesidofiRtlerstanding
but the extent of transgressions enabled by the Irttermenot yet mature so the understanding of the issaegecessarily
limited (cf. Culnan 1993, Culnan and Armstrong 1999, Smith anbekj 1996) Concerns from the early research are
supported by a flood of instances of privacy violatistsrecent that they are not yet documented in publisksshrch.
Thus, since there has been little published reseamthit¢éoon extra-organizational data sharing as it relafes®, proof must
come from press, public announcements, and other publices In this section, evidence supporting the rofeadies
beyond the vendor/provider in PIP violations is presente

3rd Party: Data Integrators

The individual’s information is shared with any numbidegal data-sharing entities, that is, the 3rd-party da¢s who
is a known external data-sharing partner such as a eeggbtting company. For example, Experian legally purchases,
aggregates, and sells data with 2nd-party permission. CQoegpsuch as Experian generate their revenues by matchin
consumer information to transaction information, pired consumers, and reselling the expanded informatiome T
Experians of the world are not necessarily the prohletass their use or access to data violates their éaghtontractual
agreements. The greater vulnerabilities arise frorhaxges with their data sharing partners, the 4th and Btiegaho
obtain data without permission or knowledge of their smsi(€arlson 2006, Kontzer and Greenemeier 2006, Zeller 2005).

Data integrators have come under fire recently far fiaillment of the seemingly unstoppable appetite foradiar all
companies about virtually every aspect of their conssliees.
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4th Party: Data Trespassers

There are two types of 4th party data trespassers.firBh&ype is government, illustrated by numerous failinfthe
US Government in this research. The second typegaihnizations that obtain data without the consent omdetge or the
persons on which data is collected and integrate, selherwise use the data in ways unknown to the individiraboth
cases, the access by the trespassers may be unknowsamctioned but complied with under duress by 1st and 2nd party
organizations from which they obtain the data. Théed States Government is one of the most prolifibeyers of data on
everyone in the U. S. Provoking frequent outcries, theerganent pre-emption, without legal consent, constitiresspass
against U.S. citizens. Major incidents are summairizstolw.

In 2000, the Department of Defense (DOD) and the FederalaB of Investigation (FBI) sought to develop "real-time"
Internet intrusion devices "without becoming intrusie&t to build an accompanying database to fight networksioins
(Seffers 2000, p. 1). In 2002, the Total Information Awargrf&A) program was initiated through the Defense Advdnce
Research Projects Agency (DARPA) to collect inforioratfrom Internet and phone sources to create & 8&fv of
individuals and their inter-relationships. As of 2002, atiahversion of TIA was in operation. The goal dAT according
to DARPA's Office of Information Awareness, " wasrevolutionize ... U.S. ability to detect, classifydadentify foreign
terrorists and decipher their plans " (Waller 2002, p. 3).

However, the TIA system was called a "disaster” liketeeOrwell's 1984 and the Nazi Gestapo (Waller 2002, p. 1).
The ACLU described the project as providing "governmefitials with the ability to snoop into all aspectsoofr private
lives without a search warrant or proof of criminalongdoing” (ACLU 2002). The US Congress banned TIA funding
pending a privacy assessment impact statement (Waller 28@2pugh TIA as a government project disappeared, it was
quietly outsourced to a data aggregator that developed and dkefileygatabase which DOD now uses (Waller 2002).

In 2006, the National Security Agency (NSA) was found teehemassed "tens of millions” of phone call recordsesi
2001 with "the agency's goal 'to create a database of estbiever made' within" the U.S. (Cauley 2006, p.1). @shdy to
identify terrorists, NSA has "gained a secret windowht® communication habits" of about 200 million Amergdhat
included identifying information (Cauley 2006, p. 1). The NS#ams violated The Patriot Act of 2001 and the Foreign
Intelligence Surveillance Act (FISA) of 1978 that was digved to protest U.S. citizens from illegal eavesdroppidgder
FISA an 11-member court for surveillance warrants mppta@ve all requests. A presidential executive order waived t
need for a warrant (Cauley 2006).

In other government actions, The FBI and Departmedustice (DOJ), asked Google, MSN, AOL, and Yahoo to turn
over current files and to retain data on surfing quemesciick streams (Ahrens 2006). President Bush added a pbrase t
postal reform bill that declared post office rights e mail "as authorized by laws for foreign intelligeicoiection”
(Memott 2007) thereby widening the collection of inforimatabout U.S. citizens without legal due process.

Thus, the U.S. Government is a prolific trespassergingan wholesale data collection and aggregation for puspafse
tracking and monitoring all individuals in their expanding bates. When public outcries have thwarted public attesmpts
relentless collection of data, government agencieg loatsourced or otherwise hidden the activities thae ltantinued
unabated.

The second type of data trespasser is organizationslttaih data without the knowledge of either the individuom
which the data is collected or the companies from kwhie data are obtained. Many organizations are legtieir
operations to collect and integrate 'free’ informasiooch as sex offender records, real estate sale reswigsiblished phone
records, to establish a profile that someone might bBgme of these companies cross the line into ilgghy using
pretexting, which is, posing as a customer to obtairrimdtion, or tapping phone records (Associated Press 2006).

Data brokers often obtain data through deception usinglégth and illegal means. One data broker declared &Ther
are no more secrets" to the US Congress, any infavmean be obtained with social security numbersaadyeobtained as
an address (Matlin 2006, p1). During the Congressional headihgsacticing brokers invoked the 5th Amendment to avoid
guestions about their activities (Matlin 2006).

Another form of 4th party data collection is practiced for instance, Aggregate Knowledge, a company that works
with online vendors to develop shopping profiles throughofiseokies and other online methods (Takahashi 2007). ewnhil
cookies, per se, are not illegal or unethical, thekirgcof movements and clickstreams, that then are aggetgéth other
lifestyle, psychographic and demographic information mawige more information than a consumer wants known.
Therefore, opt-in programs, discussed below, should b&bleafor such uses.

5™ Party: Data | nvaders

Data trespassers, such as the government and data posegrile personal privacy concerns by justifying tlaeiion as
necessary for the public good, or to prevent acts mfrism. Data invaders have no such rationale for tinensgressions.

4
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Data invaders may be hackers, thieves or just carelegptoyees. Denning (Denning and Baugh 1999, Denning 2001)
documents criminal and terrorist activity and data vulhiity, examining, for example, the benefits and drawhafc
encryption to control interactions with supplier® (Barties), partners and customer$garty). As the more recent literature
suggests (Denning 2001), “hacktivism,” defined as hacking fuséld agtivism, has become a frequent occurrence
worldwide. The Attrition organization provides an Interidatabase of data loss incidents (Attrition.org 200Auaky and
February 2007 losses include, for instance,

11,500 credit card numbers on a hacked server

160,000 personal records in a file on the lowa Departmdatetation hacked web site

70,000 Vermont Agency of Human Service customers’ soatalrgg numbers, names and bank information

19,000 names, and addresses and banking details from the t&t@tuies County Council,

22,000 members' medical information from Kaiser Permanent

130,000 names, social security numbers and birthdatesMb8t's Hospital patients

30,000 taxpayers’ data from the North Carolina DepartmeRewénue

11,000 names and social security numbers posted on thedllgg€of San Francisco web site

65,000 records posted on the East Carolina University site.

Further, Attrition cites thousands of records found ircatided boxes, in purchased used furniture and in trash behind
buildings. (Attrition.org 2007, pp. 1-4)

Privacy Rights Organization, another watchdog group, regmnpromised “data elements useful to identity thieves,
such as social security numbers, account numbers, arat'silicense numbers” (Privacy Rights Clearinghouse 20Qy., p
Their running “total number of records containing sevesipersonal information involved in security brea¢hesched
104,106,513 from January 10, 2005 through February 23, 2007. From Februbrguigh April 30, 2007, that number
approximately doubles to over 200 million compromised recahdd would support identify theft (Privacy Rights
Clearinghouse 2007, Attrition.org 2007).

From ChoicePoint’s infamous identity theft in Februad@4 through December 2006, there were over 500 thefts, hacks,
or leakages of consumer information for which 395 orgaioizs reported losses over 200 million individual accouritis w
social security information. Add to that number thgamizations either not reporting or not including sosedurity
numbers would approximately double the number of transgnsssif all lost information was reported, whethernat
social security information were included, virtually gvperson in the United States has had their infolmnatompromised
at increasing privacy and dollar cost. “The FBI estamahat [cybercrime] cost the U.S. more than $67ohillast year”
(McMillan 2006, p. 1). Further, estimates of the cogpaiir privacy control on the part of organizations dwat hacked,
leaked, or otherwise compromised is $90 to $305 per record (G20@).

Safeguarding Privacy

Protection may take the form of public policy carried loyfederal and state legislation or it may occur lmniidual
PIP management, for example, by response to “opt-out”igpomé offered by vendors as their own self-protectibne
Privacy Act attempts to balance the government's fogddformation about individuals against protectionhdit privacy.
Enacted in 1974 to curb illegal surveillance, policy emphhsis shifted from issues raised during Watergate to life
threatening concerns of further terrorism after 9/11/200%. Hatriot Act of 2001 justified expanded surveillance atdtise
of individual privacy. The Patriot Act is a fundamentasis of privacy law.

Legal Protection

In response to “technological changes in computers, zigithetworks, and the creation of new information praduct
privacy law attempts to protect “against unauthorized @igbeocollected information and government access it@igr
records.” (BBBBOnLine, Inc. and the Council of Betlusiness Bureaus, Inc. No date p. 1). Thirty-four statag h
notification laws (Wernick 2006). Typically, the statevéacover combinations of an individual’'s name with wmgpted
data items ranging from social security number to DNAilgrddowever, statutes exclude information availabléhie public
in federal, state or local records. California cedad State Office of Privacy Protection in 2000 and hasted laws that
protect citizens’ privacy across many facets of thiers. State regulations, for example, include limitsrétrieval of
information from automobile “black boxes” (Californizepartment of Consumer Affairs 2006, p. 1) disclosure of pafso
information on drivers’ licenses, protection of coefitiality of library circulation records, and bansenbedding social
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security numbers on “a card or document using a bar chge,magnetic strip...” (p. 3). The State also defines acifpe
crime of identity theft” (p. 4).

Similarly, Federal privacy laws afford privacy protentiof cable subscriber information, drivers’ licensel anotor
vehicle registration records, “prohibits persons frammpering with computers or accessing certain computerexsgtds
without authorization” require protection of medical meloand so on (BBBBOnLine, Inc. and the Council of &ett
Business Bureaus, Inc. No date p. 3).

Legal recourse is also available under some conditiatsare more abstract than, for example, protectindpdise of
specified transactions. To enact a transactionnitigidual discloses personal information based on an ggnof trust in
a specific relationship with the recipient of the détaort of breach of confidentiality offers legal recourse when that trust is
broken (Solove 2006).

The problem is that although many statutes, both Federdl State, address privacy protection in many facets of
individuals’ lives, the government has the power to “fplihose laws via, for instance, The Homeland Secévty(HSA)
of 2002. Once data integration occurs in the context bioa-$erm emergency, such as ferreting out terroristiyidual
privacy cannot be restored. In fact, known transgressid HSA by the government have led to records aféent parties
being propagated through generations of federal databasespefcted terrorists (Gellman 2005).

Individual PIP Management

Two arguments against government regulation of PIP ateinldividuals should manage their own privacy or that
vendors should be held responsible, since it is in their interest to avoid potential liabilities and castgernick 2006).
However, with invisible, unknown means of surveillamcel tracking, individuals are unable to manage their nmdtion.

For instance, in one demonstration, an individual wasked by means of over 120 readings of radio-frequency
identification (RFID) and smart card chips, the globaifaning system (GPS) in the cell phone and othehous in a
single day to show how tracking becomes possible. Fumtfigh legal relationships (and illegal ones), far osed from the
original transacting vendor, even the vendors do not knbere their data goes once it leaves their confifigsting into

and out of selling programs has been touted as an arsweatividual PIP management. However, even that opsiorot
without its issues as is described in this section.

Opt-Out

In general, opt-out is at the discretion of the vendtn wach vendor developing its own rules. Opting out oftatidese
registry may be as simple as emailing a request (Ales?2007) or validating one’s identity, or as complex as pigane is
at risk of bodily harm. Three examples suggest the rangevaicy agreements: The Ameridex Information Systegaires
the individual to “...email...the following information...formtatl as shown...: first-name, middle initial, last-nawisy,
state, year-of-birth, month-of-birth, day-of-birth...dhd cautions “Note: We cannot block retrievals dietistelephone
numbers. You must notify your telephone company to dgdist telephone number” (Ameridex 2007, p. 1).

Intellius spells out the difficulty of removing personafarmation that has been captured in public databadegui|
have a compelling privacy or security issue, you may washontact the official custodians of those publicords that
contain sensitive information about you, such as yamumty's land records office, to determine how to remywar
information from the public record (The process of hgyublic records sealed typically requires a court ord@énjéllius
2006).

Opt-out requests to the LexisNexis web site receive xplaeation “To opt out, you must provide LexisNexis with an
explanation of the reason...for the request, including: yewadaw enforcement officer...[state] that your posigsposes
you to a threat of death or serious bodily harm; gouf are a victim of identity theft...submit an IdentityefhAffidavit...or
if you are at risk of physical harm and are not invdlva law enforcement...submit a...protective court order...”
(LexisNexis 2005).

Opt-In
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Opt-in provisions typically pertain to information th#te individual supplies for inclusion in a database. The
Genealogy.com site specifies that “Once you contribotéent to the World Family Tree...you may not edit onoge such
content...such content that you submit...to Virtual Cemetaay become part of an online archive...database thabma
reproduced by Genealogy.com in any format...for distributsaihe, or any other purpose” (Genealogy.com 2004).

A seeming third approach are the data gatherers whorwdfrer an opt out or opt-in provision such as Docu®earc
“You cannot opt out [or in] ...Public records, by law, mbstavailable...to anyone who requests them...our servicses
by investigators, law enforcement agents and lawyer® locate criminal, debtors and other bad actors. Altagly, it
would defeat the purpose of our service if we gave thgsestpf individuals the ability to opt out of being found”
(DocuSearch 2007). Therefore, the consumer has opted éthevhvoluntarily or not.

Research on opt-in systems show that they are expetsiadminister and do not solve the privacy issuedvedo
(Cate, 2007). As the model presented in this researdfiedathe reason is because the data takes onitdif@once given
to a vendor.

Discussion

PIP is increasingly important in a world of technolsgibat support tracking, monitoring, and the ability ttbeco
information about every facet of private life. Insttworld, public safety must be balanced against the faeepersonal
privacy. Problems arise when consumers unknowinglynbedargets of data collection of which they are watra. By
opting for the benefits of data sharing in a transactimknown risks are undertaken that unknown data will lhected,
sold or shared, and become part of the public record #mindividual. The issues of who can or should cortath life,
integration and use need further discussion and resolufibe. resolution may be a long time in coming as it likkly
require some extent of social and cultural change. Hvsndieties, such as European Union, that place a héghiyom on
personal privacy, PIP erosion remains an issue. dmthan time, knowledge that data has its own life shioeilbetter
understood to inform individual decisions.

Summary

This research presents an expanded privacy model, incbngprxtra-organizational data sharing, leakages, and
transgressions of data, thus clarifying inter-relatigps between known and unknown parties to individual tradiosescand
highlighting that once given, data takes on a life obits1. The model highlights the need for attention todee data
collection and sharing practices to safeguard privaterrdton. Examples of 4th party government trespass anpabti
data invasion support the existence of these partiesmaplasize this growing problem. Data integration and apatopni
generate risks to privacy, which have become pervasikgughout society. Data invasion has become an @agry
occurrence. With these changes to PIP, the expandedymadel shows that attention to all parties accggsiformation
is needed to accurately comprehend the decision calculassgrthat leads to the sharing of personal informatitim
vendors. Once the data are provided, consumers should éxaetheir data might be shared or sold with any nuraber
other organizations, including organizations that hagative intentions.

References

ACLU, "RFID position statement of consumer privacy anl liberties organizations," American Civil Libées Union
(ACLU), November 30, 2003.

ACLU, “Defend your right to privacy,” American Civil berties Union of Southern California, November 21, 2002.
http://gal.org/aclu_sc_action/alert-description.html?alerd1@2.

Ahrens, Frank, "Government, Internet firms in talkerdorowsing data,WWashington Post, June 3, 2006, p D3.

Albrecht, Katherine," Supermarket Cards: The Tip ofRe&il Surveillance Iceberg,” Denver university Lawige, 79(4,
15), 534-554, 2002.


http://ga1.org/aclu_sc_action/alert-description.html?alert_id=4132

Pratt and Conger, Without Permission

Ameridex, "Privacy Statement," Ameridex Information t8yss, February 27, 2007. Downloaded from
http://ameridex.com/privacy.html.

Aristotle, “Privacy Policy: Privacy Statement forw. Aristotle.com.” 2007. Downloaded from
http://www.aristotle.com/privacy_policy.htm

Associated Press, "AT&T sues brokers over customer"dd®&\NBC.Com and Associated Press, August 23, 2006.

Attrition.org, “Attrition.org, Data Loss Archive andababase (DLDOS),” March 3, 2007. Downloaded from
http://attrition.org/dataloss/

Attrition.org, “Data Loss: Why We Do This,” Februa2@, 2007. Downloaded from http://attrition.org/dataloss/wimylht

BBBBOnLine, Inc. and the Council of Better Businessews, Inc. A Review of Federal and State Privacy Lalsdate.
Downloaded from http://www.bbbonline.org/Understanding&ewiibrary/fed_statePrivLaws.pdf, March 2007.

California Department of Consumer Affairs. “Privacgiss,” Office of Privacy Protection, February 14, 2006. Bloaded
from http://mww.privacy.ca.gov/lawenforcement/laws.ht@alifornia laws

Carlson, Caron, "Unauthorized sale of phone recordb@nise, eWeek, February 1, 2006.

Cate, F. H., "The Failure of Fair Information PraetPrinciples,” in Jane K. Winn, ed., Consumer Priatech the Age of
the 'Information Economy," Ashgate, 2006, p. 341.

Cate, F. H., and Staten, M. E., “Protecting Privacthie New Millennium: The Fallacy of Opt-in,” NatidriRetail
Foundation (2000).

Cauley, Leslie, "NSA has massive database of Amesigaone calls,USA Today, May 11, 2006, Downloaded from
http://www.usatoday.com/news/washington/2006-05-10-nsa_x.htm

Cauley, L., "AT&T sues 'data brokers' in access cd$8X Today, August 23, 2006.

Cheung, Christy MK, Gloria WW Chan, and Moez LimayémCritical Review of Online Consumer Behavior: Emgpé
Research,"” Journal of Electronic Commerce in Orgaioizs, Oct-Dec, 2005, 3(4), 1-19.

Conger, Sue, Richard O. Mason, Florence Mason, JddnReatt, "The Connected Home: Poison or Paradiseceedings
of Academy of Management Meeting, Honolulu, HI, August, 2005.

Culnan, M.J., "How Did They Get My Name? An Exploratbryestigation of Consumer Attitudes Toward Secondary
Information Use," MIS Quarterly (17:3), 1993, pp. 341-363.

Culnan, M.J., and Armstrong, P. K., “Information Ry Concerns, Procedural Fairness, and Impersonal must:
Empirical Investigation,” Organization Science, (10:anuary 1999, pp.104-115.

Culnan, M.J., and R.J. Bies, "Consumer Privacy: BatgnEconomic and Justice Considerations,"” Journal dbBlssues
(59:2), 2003, pp. 323-342.

DARPA, "DarpaTech 2002 Symposium: Transforming fantasyfemse Applied Research Projects Agency, 2002.

Denning, D. E., and Baugh, W. E. Jr., “Hiding Crimes yb&space,” Information, Communication and Society (2:3)
September 1999, pp. 251-276.

Denning, D., “Cyberwarriors: Activists and Terrorigtsrn to Cyberspace,” Harvard International Review,Zp3Summer
2001, pp. 70-75.

Denning, D., “To Tap or Not,” and Comments, Commundaratiof the ACM (36:3), March 1993, pp. 24-42.
DocuSearch, “Privacy Statements: Opting Out,” Downloddacth 2007 from http://docusearch.com/privacy.htmi

Gaudin, S., "Security breaches Cost $90 to $305 Per LostdRenformation Week, April 11, 2007. Downloaded from
http://www.informationweek.com/shared/printableArtigieml|?articlelD=199000222

Gellman, B., "The FBI's Secret Scrutinyfie Washington Post, November 6, 2005, Pg AO1.

Geneology.com “Privacy Statement: Home Pages, Faimdgs, Virtual Cemetery and the World Family Tree,y 2dl,
2004. Downloaded from www.genealogy.com/privacy.html

Gouldson, T., “Hackers and Crackers Bedevil Business Wdthinputing Canada; July 27, 2001, 27, 16; p. 13.
Granville, J., Review Article on Global GovernanGdobal Society (17:1), January 2003, pp. 89-97.


http://www.aristotle.com/privacy_policy.htm
http://attrition.org/dataloss/
http://attrition.org/dataloss/why.html
http://www.bbbonline.org/UnderstandingPrivacy/library/fed_statePrivLaws.pdf
http://www.privacy.ca.gov/lawenforcement/laws.htm
http://www.usatoday.com/news/washington/2006-05-10-nsa_x.htm
http://portal.acm.org/citation.cfm?id=768392&dl=acm&coll=&CFID=15151515&CFTOKEN=6184618
http://docusearch.com/privacy.html
http://www.informationweek.com/shared/printableArticle.jhtml?articleID=199000222
http://www.genealogy.com/privacy.html

Pratt and Conger, Without Permission

Greenleaf, G., “APEC’s Privacy Framework sets a lewstandard for the Asia-Pacific” in M. Richardsordah Kenyon
(eds.), New Dimensions in Privacy Law: Internatioaatl Comparative Perspectives, Cambridge: Cambridge Witjver
Press, 2006.

Intellius. “Welcome to the Intelius Privacy FA®ow can | remove my information from the Intelius pabkcords
databases?” February 16, 2006. Downloaded from http://fintiistgom/privacy-fag.php#8

Kontzer, Tony and Larry Greenemeier, "Sad State ¢d Bacurity,” Information Week, January 2, 2006, 19-22.

LexisNexis. “Data Privacy Policy” Opt-Out Requests,” Mag9, 2005. Downloaded from
http://www.lexisnexis.com/terms/privacy/data/remove.asp

Matlin, C., "Data Broker' Reveals ID Theft SecrefsBC News, June 21, 2006. Downloaded from
http://abcnews.go.com/US/print?id=2104646

McCullagh, D., “Report: FBI's Snooping Did Not Follow ReleCNET News.com, March 9, 2007.

McKnight, Harrison, Vivek Choudhury, Charles Kacmar,sfsitional and Distrust Distinctions in Predicting Hagid
Low Risk Internet Expert Advice Site Perceptions,” Evider Journal, Winter, 2004 3(2), 35-59.

McMillan, R. [08-09-06] - Robert — “Defcon: Cybercrimisahking cues from Mafia, says FBI, “Computerworld Seéguri
August 6, 2006. Downloaded from
http://www.computerworld.com/action/article.do?commandwMirticleBasic&taxonomyName=cybercrime_hacking&articl
eld=9002230&taxonomyld=82

Memott, Mark. "Bush says feds can open mail without aas," USA Today, January 4, 2007,
http://blogs.usatoday.com/ondeadline/2007/01/bush_says_feds_.html .

OECD, Guidelines on the Protection of Privacy and 3ibarder Flows of Personal Data, OECD, 2000.
OECD, Privacy Online: Policy and Practical GuidanceQD, 2003.

Privacy Rights Clearinghouse, “A Chronology of Datadgtees,” February 24, 2007. Downloaded from
http://www.privacyrights.org/ar/ChronDataBreaches.htm

Seffers, George, "DOD database to fight cybercrinkederal Computer Week, November 2, 2000, Downloaded from
http://mwww.fcw.com/fcw/articles/2000/1030/web-data-11-02-00.asp

Smith, H. J., and Milberg, S J, “Information Privabjeasuring Individuals' Concerns about Organizationaltiees;” MIS
Quarterly (20:2), June 1996, pp.167-196.

Solove, Daniel J., “A Taxonomy of Privacy,” Univegsof Pennsylvania Law Review, 154(3) (January, 2006), pp. 477-560.
Takahashi, D., "Demo: Aggregate Knowledge Knows What YandW o Buy,"San Jose Mercury News, January 30, 2007.

Downloaded from www.mercextra.com/blogs/takahashi/2007/01/30fdemeegate-knowledge-knows-what-you-want-to-
buy/

Waller, J. Michael, "Fears mount over 'total' spyteys civil libertarians and privacy-rights advocates f@arful of a new
federal database aimed at storing vast quantities ofrpardata to identify terrorist threats — Nation: haanel security,”
Insight Magazine, December 24, 2002, Downloaded from
http://www.findarticles.com/p/articles/mi_m1571/is_1 19/ai_95914215

Wernick, Alan S., “Data Theft and State Law,” JourofaAHIMA, December, 2006, pp. 40-44.

Zeller, Tom, Jr., "Another Data Broker Reports a BhgaThe New York Times, March 10, 2005.
Zeller, Tom, Jr., "Personal Data for the Takinge New York Times, May 18, 2005.


http://find.intelius.com/privacy-faq.php8
http://www.lexisnexis.com/terms/privacy/data/remove.asp
http://abcnews.go.com/US/print?id=2104646
http://www.computerworld.com/action/article.do?command=viewArticleBasic&taxonomyName=cybercrime_hacking&articleId=9002230&taxonomyId=82
http://blogs.usatoday.com/ondeadline/2007/01/bush_says_feds_.html
http://www.privacyrights.org/ar/ChronDataBreaches.htm
http://www.fcw.com/fcw/articles/2000/1030/web-data-11-02-00.asp
http://portal.acm.org/citation.cfm?id=240948&dl=acm&coll=&CFID=15151515&CFTOKEN=6184618
http://www.mercextra.com/blogs/takahashi/2007/01/30/demo-aggregate-knowledge-knows-what-you-want-to-buy/
http://www.findarticles.com/p/articles/mi_m1571/is_1_19/ai_95914215

	Association for Information Systems
	AIS Electronic Library (AISeL)
	December 2007

	Without Permission: Privacy on the Line
	Joanne Pratt
	Sue Conger
	Recommended Citation


	Total

