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Abstract

Individuals can often use conceptual models to learn about the business domain to be supported by an information system. We investigate the extent to which such models can help novices (i.e., individuals who lack knowledge in the business domain and in conceptual modeling) to obtain an understanding of the domain codified in the model. We focus on two factors that we predict will influence novices’ understanding: (1) decomposition quality: whether the conceptual model manifests a good decomposition of the domain, and (2) multiple forms of information: whether the conceptual model is accompanied by information in another form (e.g., a textual narrative). We hypothesize that both factors will have positive effects on understanding and that these effects depend on whether the individual seeks a surface or deep understanding. Our results are largely in line with our predictions. Moreover, our results suggest that while novices are generally aware that having multiple forms of information affects their understanding, they are unaware that decomposition quality affects their understanding. Based on these results, we recommend that practitioners include complementary forms of information (such as a textual narrative) along with conceptual models and be careful to ensure that their conceptual models manifest a good decomposition of the domain.
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The Effects of Decomposition Quality and Multiple Forms of Information on Novices’ Understanding of a Domain from a Conceptual Model

1. Introduction

Because business domains are so complex, many practitioners use models to understand them. For example, strategists create mind maps (Huff 1990), supply chain managers create decision models (Pidd 2003), and systems analysts create conceptual models (Davies et al. 2006). Conceptual models, also referred to as conceptual modeling scripts, describe aspects of a business domain that are to be supported by an information system. They can be used by various stakeholders of an information system. For example, analysts can use them to help themselves reason about the domain, users and analysts can use them to communicate their understanding of the domain to each other, designers can use them to check their understanding of the domain during systems design, and maintenance programmers can use them to understand the domain that the system was designed to support (Kung and Solvberg 1986, Wand and Weber 2002).

Conceptual models are created using a conceptual modeling grammar. A grammar consists of constructs (e.g., entities and attributes) and rules for using the constructs (e.g., entities can have attributes but attributes cannot have attributes). Many conceptual modeling grammars exist, ranging widely in formality, from the relatively informal “rich pictures” technique (Checkland 1999) to the more software-oriented “unified modeling language” (Kobryn 1999). Motivated by the importance of conceptual modeling, and by the number of modeling grammars that exist, many researchers have set out to determine: (1) whether some grammars are better than others (referred to as inter-grammar research) (Vessey and Conger 1994, Agarwal et al. 1996), and (2) how to create better conceptual models using a given grammar (referred to as intra-grammar research) (Gemino and Wand 2005, Shanks et al. 2008). Drawing primarily on the second stream of research, this study aims to identify factors that impact the extent to which conceptual models help individuals to understand a domain.

Although many individuals can use conceptual models, one common context in which such models are used is to support business/systems analysis (Dawson and Swatman 1999, Sarker and Lee 2006). The aim in such projects is for users and analysts to reach a shared understanding of how a business works (“as is”) and how it should work (“to be”). Ideally, analysts will reflect this shared understanding correctly in the conceptual model and, likewise, the model will help analysts and users understand the current and future business. In this way, analysts and users can use the conceptual model to: (1) validate their understanding (e.g., an analyst might show a model to an expert user and ask her to verify whether it reflects the domain correctly), or (2) facilitate understanding (e.g., a user or analyst might look at the model to gain a better understanding of the current/future business) (Davies et al. 2006). Both uses are clearly important, but to scope our study, we focus on the second type of use alone.

Because the focus of our paper is individuals’ understanding of a business, it is important to note that users’ and analysts’ understanding will be affected by their prior knowledge (Patel et al. 2004). Table 1 shows two ways in which users’ and analysts’ prior knowledge might vary, distinguishing among analysts and users who are knowledgeable in (a) conceptual modeling, (b) the business, (c) both, or (d) neither. In practice, all four sets of individuals can be involved in a systems analysis project, such as when a consulting firm assigns both new and experienced consultants to a client’s systems analysis project (cells 1 and 3) and when the client assigns a combination of new users, experienced users, and internal analysts to the same project (cells 2, 3, and 4). To scope our research, we examine only the context in cell 3, i.e., we study the extent to which conceptual models help novices understand a business. We recognize that perhaps the most interesting cases are those in which individuals have varying levels of knowledge, but such cases are also the most complex, and we believe that it is useful to understand a context involving novices prior to introducing the effects of expertise. As we will show, the process by which novices gain an understanding is already quite complex.
We focus on two factors that we predict will influence the understanding of a business that novices obtain from a conceptual model: the quality of information they receive (i.e., whether the conceptual model reflects the business domain accurately and clearly), and the form of information they receive (i.e., whether the conceptual model is accompanied by additional information about the domain in an alternative form). To investigate these two factors, we draw on two theories: the Good Decomposition Model (Wand and Weber 1990) and the Multimedia Theory of Learning (Mayer 2001). Based on these theories, we hypothesize that novices will understand a domain better when they are provided with a conceptual model that (1) manifests a good decomposition of the business domain, and (2) is accompanied by information about the domain in a different form (e.g., a textual narrative). Moreover, we hypothesize that these two factors will have different effects on novices’ understanding, depending on the facet of understanding studied. Specifically, we study three facets of understanding: surface understanding (understanding the elements of a business domain), deep understanding (understanding the actual and possible relationships among elements in a business domain), and ease of understanding (the effort required to understand the domain).

In the remaining sections of this paper, we first present our theoretical model and hypotheses. We then outline an experiment we ran to test these hypotheses and a follow-up protocol analysis study that we ran to determine the reasons for some of our results. Finally, we discuss the limitations of our study and its implications for research and practice.

2. Theoretical Background

Figure 1 shows our theoretical model. The model proposes that domain understanding is a function of two factors: decomposition quality and multiple forms of information.

Decomposition quality refers to the extent to which an analyst has broken down a business domain into parts, or subsystems, in a clear manner. Practitioners and academics have long stated the importance of decomposing systems in a clear manner (Larman 2001, Simon 1996). In practice, an analyst can break down a domain in many ways, reflected in his/her choices about what parts or subsystems to show in the conceptual model, what attributes to show, what level of detail to use when describing events, and so forth. Depending on the analyst’s choices, the decomposition can vary widely in quality. To assess its quality, we need a theory of decomposition. The only such theory, to our knowledge, is the Good Decomposition Model (Wand and Weber 1990). This theory offers five criteria for assessing a decomposition:

- **Minimal coupling**: Subsystems should have minimal interaction:
  - For example, two classes in a UML sequence diagram should pass as few messages between them as possible.

- **Maximal cohesion**: Subsystems should perform as few functions as possible:
  - For example, a use case in a UML use case diagram should address one function rather than many different functions.

- **Minimality**: Subsystems should contain no redundant elements:
  - For example, a class in a UML class diagram should only contain attributes that are used by at least one method in the class diagram.
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- **Losslessness**: Subsystems should show all (i.e., not lose) relevant emergent properties:
  - For example, in a “whole-part” relationship in a UML class diagram, the whole should show any important properties in the domain that emerge from its parts.

- **Determinism**: Subsystems should interact in a well-defined manner:
  - For example, in a UML statechart, any event should lead to just one post-event state. If an event leads to multiple post-event states, a condition should be shown to indicate when the system would move to one event or the other.

![Diagram of quality and form of information](image)

**Figure 1: The effects of quality and form of information on domain understanding**

**Key:** F: Theoretical factor, O: Operationalization of the factor in our study

The second antecedent in our theoretical model—*multiple forms of information*—refers to whether the novice reader receives a conceptual model on its own or accompanied by information about the domain in an alternative form. To define this construct, we follow Gemino (2004, p. 163) in making a distinction between “how content is presented, [and] what content is provided.” While decomposition quality assesses what content is provided, we use the term “form” to reflect how content is presented. Although most conceptual models utilize a diagrammatic form, they could use alternative forms. Likewise, if a conceptual model is created in a diagrammatic form, it could be accompanied by information about the domain in another form. Ultimately, we suggest that domain information can be delivered to an individual in any multimedia form, i.e., using any combination of words or pictures. Mayer’s (2001, 2005) theory of multimedia learning characterizes the variety of forms that such information can take:

> I define multimedia as presenting both words (such as spoken text or printed text) and pictures (such as illustrations, photos, animations, or video). By words, I mean that the material is presented in verbal form, such as using printed text or spoken text. By pictures, I mean that the material is presented in pictorial form, such as using static graphics, including illustrations, graphs, diagrams, maps, or photos, or using dynamic graphics, including animation and video (Mayer 2005, p. 2).

Therefore, following Mayer (2005), we suggest that domain information can be presented to an individual in any combination of words and/or pictures. In this research, we examine the effect of providing a novice with a conceptual model in the traditional form—a diagram—accompanied by information in an alternative form—narrative text. Our interest is not in examining which form is best, but rather whether (and if so, when and why) a combination of forms is beneficial.
In choosing these two antecedents—decomposition quality and multiple forms of information—we are extending a new line of conceptual modeling research. To our knowledge, only one study has examined the effect of decomposition quality on understanding (Burton-Jones and Meso 2006) and only two have examined the effect of providing multiple forms of information on understanding (Chen et al. 2002, Gemino 2004). We extend these studies by explaining how decomposition quality and multiple forms of information work together to affect understanding.

Figure 1 highlights several aspects of understanding. First, it distinguishes between the process and product of understanding. The process refers to the activities a novice reader engages in to understand the domain. Following past studies (Gemino and Wand 2005, Burton-Jones and Meso 2006), we study one aspect of this process, the individual’s ease of understanding the domain. Second, Figure 1 distinguishes between two products of understanding: surface understanding and deep understanding. These are best seen as occupying two ends of a continuum. Both types of understanding require an individual to understand the elements and relationships among elements in a domain. However, whereas surface understanding places more weight on an individual’s understanding of the elements, deep understanding places more weight on his/her understanding of the actual and possible relationships among elements. For example, Mayer (1989, 2001, 2005) has tested surface understanding via comprehension questions and deep understanding via problem-solving questions. A typical comprehension question asks an individual to describe one or more elements in a domain (e.g., the nature of one or more events). A typical problem-solving question describes a problem in the domain (e.g., an element that is not working) and asks the individual to explain how this occurred based on his/her understanding of the elements in the domain and their interrelationships. Following Gemino and Wand (2005) and Burton-Jones and Meso (2006), we adopt Mayer’s distinction between surface and deep understanding and his measurement approach in this study.

Table 2: Theoretical effects

<table>
<thead>
<tr>
<th>Effect</th>
<th>Explanation</th>
<th>Implication for understanding</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Direct information content effect</td>
<td>When a reader attempts to learn a domain from a representation (e.g., a conceptual model or a textual narrative), problems in the representation (e.g., unclear, incomplete, or irrelevant information) can directly affect the reader’s understanding.</td>
<td>Decomposition quality will have a direct positive effect on actual understanding (surface and deep), but it will not necessarily affect ease of understanding.</td>
</tr>
<tr>
<td>2. Multimedia effect</td>
<td>When a reader has two alternative representations of a domain (e.g., a conceptual model and a textual narrative), the reader can use one to aid his understanding of the other and can integrate both sources to reach a better understanding of the domain.</td>
<td>Providing multiple forms of information will have a positive effect on understanding.</td>
</tr>
<tr>
<td>3. Cognitive economy effect</td>
<td>When a reader has two alternative representations of a domain, s/he will tend to utilize only one of them (the more parsimonious one) if s/he only needs to obtain a surface understanding, but will tend to utilize both if s/he needs to obtain a deep understanding.</td>
<td>The positive effect of multiple forms of information will be greater on tests of deep understanding than on tests of surface understanding.</td>
</tr>
<tr>
<td>4. Incidental processing effect</td>
<td>When a reader attempts to gain a deep understanding of a domain (whether from a conceptual model, a textual narrative, or both), the presence of unclear information will increase the incidental processing s/he must perform, which will reduce his/her understanding.</td>
<td>Both decomposition quality and multiple form of information will lead to improvements in deep understanding and ease of understanding.</td>
</tr>
</tbody>
</table>
Figure 1 does not specify the relationships between each antecedent and each aspect of understanding. To do so, we consider four theoretical effects, outlined in Table 2.

The direct information content effect occurs when a reader relies on inaccurate information, leading him/her to misunderstand the domain. For example, assume that a conceptual model for an employee hiring system includes an attribute that is not a relevant part of the domain (such as applicant’s age, which in many jurisdictions is an illegal attribute to consider during the hiring process), thereby violating minimality. If a novice reader receives such a model, s/he may mistakenly assume that this attribute is, in fact, relevant. As Table 2 shows, if this occurred, we should be able to detect it in tests of **surface understanding** (e.g., by asking the reader whether applicant age is a relevant attribute in the domain) and **deep understanding** (e.g., by asking the reader to describe solutions to problems in the domain and seeing if s/he considers applicant age when coming up with solutions). However, we predict that it will generally not affect a reader’s **ease of understanding** the domain. This is because ease of understanding is driven by the mental resources a reader expends. As long as the change in the model (e.g., the addition of an attribute for applicant age) does not dramatically affect the reader’s ability to process information (e.g., overloading his/her working memory), then it should not affect his/her ease of understanding. In effect, we are assuming the reader has a “zone of tolerance” (Kettinger and Lee 2005) within which changes in a model will not alter significantly the mental resources s/he expends to understand the domain. Clearly, there will be times where the alteration of content affects ease of understanding; this relates to the **incidental processing effect**, discussed later.

The multimedia effect stems from the Multimedia Theory of Learning. According to this theory, people can sometimes learn more deeply from words and pictures than from words alone. As Mayer (2005, p. 4) explains, this is because “humans have two information-processing systems – one for verbal material and one for visual material…. [Using both words and pictures] takes advantage of the full capacity of humans for processing information.” Mayer goes on to explain:

> Why might two channels be better than one? … The quantitative rationale is that more material can be presented on two channels than on one channel – just like more traffic can travel over two lanes than one lane. … … I reject [this view] because … I am concerned about the assumption that the verbal and visual channels are equivalent…. In contrast, the qualitative rationale is that words and pictures, while qualitatively different, can complement one another and that human understanding is enhanced when learners are able to mentally integrate visual and verbal representations (Mayer 2005, pp. 4-5).¹

As Table 2 shows, the multimedia effect predicts that a reader’s understanding of a domain will increase if s/he receives both a conceptual model (diagram) of the domain and a narrative (text) describing the domain than if s/he only receives a conceptual model of the domain. It should be noted that Mayer (2001) describes many additional principles for how to combine words and pictures most effectively (e.g., spoken narrative with pictures is better than textual narrative with pictures). Some of these have been tested by Gemino (2004). Moreover, we acknowledge that words and pictures can themselves vary in richness (e.g., words as spoken or as text, and pictures as diagrams or photos). Rather than examine different types of words and pictures, or different ways of combining them, we simply focus on the overall multimedia effect.

The cognitive economy effect refers to individuals’ tendency to trade off effort and performance (Payne et al. 1993). The cognitive economy effect constrains the multimedia effect because it suggests that if a reader is given multiple forms of information, s/he will only read both forms if s/he

¹ To allay any potential confusion, we should point out that this quote suggests that it would be inappropriate to suggest that our manipulation of information quality manipulates “informational equivalence” while our manipulation of information form manipulates “computational equivalence” (see Larkin and Simon 1987, Siau 2004). Consistent with Mayer’s quote here, we believe that manipulations of information form will also often result in informationally inequivalent representations.
thinks this effort will be worthwhile. Therefore, if a reader receives a conceptual model and a textual narrative of a domain, and if s/he believes that both forms of information contain much the same information, s/he is likely to focus on just one of these forms because this would maximize his/her understanding/effort ratio. Moreover, if s/he believes that it takes less effort to read one of these forms than the other, s/he will focus on the form that takes the least effort. This is a crucial point, because notwithstanding Mayer’s belief (quoted above) that diagrams and text are not equivalent, it is often thought that diagrams and text can provide equivalent representations of a domain, and that compared to text, diagrams can provide such information in a way that people find more efficient to obtain (Siau 2004, Larkin and Simon 1987).

As Table 2 shows, we draw on the cognitive economy effect to propose that having multiple forms of information will improve deep understanding more than surface understanding. We do so because we believe that individuals will only read both forms of information if they perceive it to be a worthwhile investment. In this light, assume that a reader is given a diagram and a narrative describing the same domain. If s/he is asked a comprehension question about the domain (a test of surface understanding), we believe s/he will focus on the diagram because s/he will perceive that to be the most efficient way to answer the question (i.e., s/he will only read the narrative if s/he cannot find the answer in the diagram). In contrast, if the reader is asked a problem-solving question (a test of deep understanding), we believe s/he is more likely to examine the diagram and the narrative. This is because considering multiple representations of a problem space is well-known to be helpful when solving problems (Newell and Simon 1972, Ashcraft 2002), thus we predict that the reader will perceive the effort to be worthwhile.

The final effect in Table 2 is the incidental processing effect. Incidental processing is processing that a reader undertakes to deal with confusing or extraneous material in information s/he receives (Mayer and Moreno 2003, p. 46). As Table 2 shows, we expect decomposition quality will directly affect incidental processing. For example, if a novice reader receives a model that contains an irrelevant attribute (such as applicant’s age), s/he may spend time trying to decide whether or not it is relevant. If the individual has no additional information about the domain, s/he may be unable to decide whether it is relevant, and this may cause him/her difficulty when answering questions about the domain. Whereas the direct information content effect occurs when an individual is untroubled by incorrect information (s/he simply assumes it is correct), incidental processing occurs when s/he is troubled by incorrect information. Thus, incidental processing should have a negative effect on ease of understanding. As Table 2 explains, we expect that incidental processing will be less when the reader can access another form of information. This is because s/he should be able to use the second form of information to help him/her resolve confusions that s/he finds in the first form. For example, if an individual sees an attribute for applicant age in the conceptual model and thinks it is irrelevant, s/he might check the narrative and if it does not exist there, s/he might conclude that it is indeed irrelevant.

Based on the four effects outlined in Table 2, we draw three hypotheses regarding the effects of decomposition quality and multiple forms of information on novices’ understanding. Table 3 illustrates and explains our reasoning for each hypothesis. Following Table 3, we briefly summarize our reasoning for each dependent measure and state our formal hypotheses.

Our first hypothesis concerns surface understanding. As Table 3 shows, we predict that individuals will focus mainly on the diagrams to answer comprehension questions because of the cognitive economy effect. Thus, if the diagrams manifest a poor decomposition, the direct information content effect will lead readers to answer the comprehension questions poorly:

**Hypothesis 1**: Decomposition quality will have a significant positive impact on comprehension performance. Multiple forms of information will not have a significant impact on comprehension performance. Decomposition quality and multiple forms of information will not interact significantly in affecting comprehension performance.
Table 3: Hypothesized relationships

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Hypothesized relationship</th>
<th>Relevant effects and explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface understanding (comprehension)</td>
<td>High</td>
<td>Direct information content effect, Cognitive economy effect. Diagrams that manifest a poor decomposition will lead readers to misunderstand the domain. The effect on comprehension performance will be strong even when the reader has access to the narrative, because the reader will focus on the diagram to answer comprehension questions.</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>Diagram &amp; narrative</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Diagram</td>
</tr>
<tr>
<td>Comprehension performance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Problem-solving performance</td>
<td>High</td>
<td>Direct information content effect, Multimedia effect, Incidental processing effect. Diagrams that manifest a poor decomposition will lead readers to misunderstand the domain and bear more incidental processing, both of which will reduce problem-solving performance. Misunderstandings caused by both of these effects (the direct information content effect and the incidental processing effect) will be less if a reader has access to the narrative because the narrative can help him/her understand the domain and the diagram.</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>Diagram &amp; narrative</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Diagram</td>
</tr>
<tr>
<td>Decomposition quality</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ease of understanding</td>
<td>High</td>
<td>Multimedia effect, Incidental processing effect. Diagrams that manifest a poor decomposition will increase readers’ incidental processing, which will lead them to perceive a lower ease of understanding. Incidental processing will be less if a reader has access to the narrative because he/she can use it to help him/her understand the domain.</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>Diagram &amp; narrative</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Diagram</td>
</tr>
<tr>
<td>Decomposition quality</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In relation to deep understanding, we expect both the direct information content effect and the incidental processing effect to influence problem-solving results when a novice reader has access to a diagram only. However, we expect both of these effects to be less when the reader has access to multiple forms of information, due to the multimedia effect. Thus, as Table 3 (row 2) explains, we expect an interaction effect:

**Hypothesis 2**: Decomposition quality and multiple forms of information will both have significant positive impacts on problem-solving performance. In addition, decomposition quality and multiple forms of information will interact, such that the effect of decomposition quality will be greater when the reader has access to only one form of information (the diagrams alone).

Finally, in relation to ease of understanding, we expect that it will be affected by the incidental processing effect, but not the direct information content effect. Thus, as Table 3 shows, the slopes of the lines are less acute in row 3 than in row 2 because in row 2, both the incidental processing effect and the direct information content effect are expected to operate. Nonetheless, as in row 2, we expect the incidental processing effect to be less when the reader has access to the narrative, due to the multimedia effect (i.e., the reader can use the narrative to clarify his/her understanding of the domain):
Hypothesis 3: Decomposition quality and multiple forms of information will both have significant positive impacts on ease of understanding. In addition, decomposition quality and multiple forms of information will interact, such that the effect of decomposition quality will be greater when the reader has access to only one form of information (the diagrams alone).

Overall, our model aims to contribute to research by showing how two theories that researchers have recently studied (the Good Decomposition Model, Burton-Jones and Meso 2006, and the Multimedia Theory of Learning, Gemino 2004) can be used together to explain how and when a conceptual model can be used to improve a novice’s understanding of a domain.

3. Method

Because this is the first test of our theoretical model, we chose to use an experimental method because it affords a higher internal validity than other methods (Cook and Campbell 1979).

3.1. Experimental Design

We used a 2*2 between-groups design with two treatments: decomposition quality and multiple forms of information. We manipulated decomposition quality in the same way as in Burton-Jones and Meso (2006). That is, we used a narrative adapted from Conger (1996) that described an IT contracting domain, and we gave each participant a set of three UML diagrams that varied in the quality of their decomposition of this domain. To manipulate multiple forms of information, we provided some participants with the set of UML diagrams alone while other participants received the set of UML diagrams accompanied by the narrative of the domain. We employed three dependent variables: participants’ performance in a comprehension test about the domain (surface understanding), their performance in a problem-solving test about the domain (deep understanding), and their perceived ease of understanding the domain. In principle, we could have used both objective (actual) and subjective (self-report) measures to rate our three dependent variables. However, consistent with recent studies (Gemino and Wand 2005, Burton-Jones and Meso 2006), we used only one measure of each type: actual measures for surface and deep understanding and a self-report measure for ease of understanding. We return to this measurement issue in our limitations section.

3.2. Participants

Undergraduate students in a Canadian business school participated voluntarily. Three sets of students participated: 27 second-year students in a pencil-and-paper pre-test, 69 first-year students in an online pilot test, and 168 second-, third-, and fourth-year students in the main experiment. In each case, students were randomly assigned to treatments and all were novices, i.e., none had learned UML prior to the study, nor had they any knowledge of the business domain examined in the study (per Table 1). Although the sample was a convenience sample, most business school students will serve as business employees, and hence as end-users, in the future. Moreover, some of them will likely work as business or systems analysts in the future too. Thus, we believe they are a reasonable sample of novices for testing our hypotheses. Students were offered $20 for participation and a one-in-three chance of receiving an additional $50 based on their performance in the tasks. The compensation included a relatively large performance-based component to motivate students to perform well in the tasks. For the main experiment, participants took part in one of 22 sessions in a university computer laboratory during fall 2007, with between three and 14 students in each session.

3.3. Materials

The Appendix includes all of the experimental materials. We briefly describe each element of the materials below (in the same sequence in which they are presented in the Appendix):

- Pre-experiment questionnaire:
  The pre-experiment questionnaire asked participants whether they had previously learned UML and to rate their experience with UML and their knowledge of the IT contracting domain (which was the domain shown in the UML diagrams).
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- **UML tutorial:**
  The tutorial covered all aspects of UML that participants would need to know to perform the task, e.g., the elements of class diagrams, use case diagrams, and statecharts. In addition, the tutorial included 11 quiz questions. This gave us a measure of actual UML knowledge that we could use in our data analysis.

- **ICI Diagram Quiz:**
  The ICI diagram quiz tested each student's ability to understand the diagrams (which described a company called ICI). The questions were designed so that the answers would be the same for both sets of diagrams (higher and lower quality decomposition). Although our study focuses on individuals' understanding of the business domain (not the diagrams per se), we included this measure as a control to test whether there was a difference in the understandability of the diagrams. We expected that there would be no difference in the understandability of the diagrams. After performing the quiz, students were provided with the answers to help them check their understanding.

- **ICI Diagrams:**
  Our diagrams were based on those in Burton-Jones and Meso (2006), but we changed their names and content to increase construct validity. We outline these changes first before describing how we manipulated each decomposition criterion.

  In relation to naming, we refer to the two sets of diagrams in our experiment as “higher quality” and “lower quality” decompositions (rather than “good” and “bad” as in Burton-Jones and Meso 2006). The Good Decomposition Model provides a way to describe a good decomposition, but it does not offer an algorithm (or set of steps) for creating a good decomposition, or for proving whether a given decomposition is good. Rather than create such algorithms, we simply chose to manipulate the “degree” of decomposition quality. Thus, we make no claim that our “higher quality” decomposition is a “good” decomposition; it is simply better than the “lower quality” decomposition.

  In relation to content, we changed the content of the diagrams so that they would be more consistent with the ontological theory underlying the Good Decomposition Model (Bunge 1977). To do so, we consulted rules for creating conceptual models consistent with Bunge's ontological theory (Wand and Woo 1993, Wand et al. 2000). These rules, known as “Object Oriented Enterprise Modeling,” or OOEM rules, use a syntax different from UML. By adapting the rules to a UML context, we were able to create UML diagrams that were more in line with the ontological theory. For example, the UML diagrams in Burton-Jones and Meso (2006, p. 47) included a class named “Interview” with methods such as “Create” and “Schedule.” In Bunge’s (1977) ontological theory, it makes no sense to say that an event such as an interview can create or schedule itself. In contrast, our class diagram distinguishes between actors who perform actions (such as a manager who schedules interviews) and static objects that record actions (such as interview results). We consulted with two experts in OOEM during the development of our diagrams. Then, we gave our final diagrams to a third expert and asked: “To what extent is the difference between the “higher quality” diagrams and “lower quality” diagrams a valid manipulation of the five “good decomposition” criteria (described in Paulson and Wand 1992 and Weber 1997)? On a five-point Likert scale (from 1 = not at all to 5 = a great extent), this expert rated the diagrams as valid to a “large extent” (i.e., 4). The expert commented that the main reason why the rating was not “a great extent” (i.e., 5) was that no method exists for proving the quality of a given decomposition, as noted earlier. As a result, we believe that the diagrams are as valid as they can be given the current state of research on the Good Decomposition Model.

  As shown in the Appendix, we made the manipulation of each decomposition criterion strong to avoid type-2 error. That is, if the difference between the diagrams did not result in a significant difference between groups on the dependent measures, we wanted to maximize the likelihood that this was a “true” non-effect rather than a result of an insufficiently strong.
treatment. With this in mind, we made the following manipulations:

- **Coupling:** We manipulated coupling on the Class diagram by increasing the interaction between the Manager and the Clerk in the “lower quality” decomposition and adding methods to reflect these interactions in the Manager class. These interactions do not reflect new relationships between the Manager and Clerk. Rather, they simply reflect a different way of showing the assignment of duties in the Class diagram. That is, in both Class diagrams, the Clerk’s duties are shown as methods in the Clerk class. However, in the “lower quality” decomposition, the Manager also sends a request to the Clerk to perform every one of her duties. While conceivable, these interactions are redundant because the Clerk has already been assigned these duties. Thus, the Manager is more tightly coupled to the Clerk in the “lower quality” decomposition simply because the modeler has represented the assignment of duties in two ways (in the assignment of methods, and as explicit requests to perform work). It suggests to the reader that the Manager is tightly involved in the Clerk’s work.

- **Cohesion:** We manipulated cohesion on the Class and Use Case diagrams. On the “higher quality” Class diagram, we separated the Manager’s activities into four cohesive roles, each with its own methods and attributes. On the “lower quality” decomposition, we collapsed these roles into one “Manager” role, reducing cohesion. Likewise, on the “higher quality” Use Case diagram, we showed separate Use Cases for each value-adding function, whereas we collapsed them all into one Use Case in the “lower quality” decomposition, reducing cohesion.

- **Minimality:** We manipulated minimality on the UML Class diagram by adding redundant attributes to each class, e.g., we added “Desired investment income” to the Manager class and “Room number” to ICI’s record of interviews. We expected the redundancy of some attributes to be less obvious and cause subjects more problems than others. Accordingly, we included a range of such attributes in the diagrams to capture the full range of problems caused by minimality. For example, we expected subjects to realize that “Room number” was an irrelevant attribute of ICI’s interview record, but we expected them not to know whether “Desired investment income” was relevant (e.g., if it concerned the Manager’s private investments or something to do with ICI’s investments).

- **Losslessness:** We manipulated losslessness on the Class diagram in two ways. First, as in Burton-Jones and Meso (2006), we included attributes to reflect “Average job performance” and “Average job satisfaction” in ICI’s records of applicants and clients. These emergent properties were not shown on the “lower quality” decomposition. Second, the “higher quality” Class diagram showed that Applicants and Clients were both part of a market and showed emergent properties of the market (such as the number of applicants in the market). These emergent properties were lost (not shown) on the “lower quality” diagram.

- **Determinism:** We manipulated determinism on the statechart. In the “lower quality” decomposition, the statechart had several non-deterministic events. For example, in the On-call state, it is not clear after the interview why the applicant would move to the “In Market” state or to the “Pre-selected” state. A reader might be able to use his/her background knowledge to infer a reason (e.g., the interview result was negative), but the diagram itself is not deterministic. In contrast, the “higher quality” diagram is deterministic, i.e., it is always clear what external or internal event must occur to move an applicant to or from any state.

- **Example Tasks:**
  We included example tasks to help students understand how to answer the comprehension and problem-solving questions. Students were shown one comprehension question and its answer, and one problem-solving question and its answers (as shown in the Appendix).

- **Practice tasks:**
  We included a practice comprehension task and a practice problem-solving task to further help students understand how to answer comprehension and problem-solving questions and
to provide us with a measure of each student's latent "task ability." The practice task used the same types of diagrams that were in the main task (i.e., Class diagram, Use Case diagram, and Statechart). After answering the questions, each student was shown the suggested answers to help him/her check his/her understanding of the task.

- **Narrative and Quiz:**
  Because students had been shown the diagrams of ICI in the ICI diagram quiz (noted above), it was critical that we allow students in the “multiple forms of information group” to see the narrative before beginning the primary task. Otherwise, these students’ greater familiarity with the diagrams (versus the narrative) might have confounded the results. Therefore, we included a task in which both groups of students received a narrative about a domain. Students in the “multiple forms of information” group received the narrative of ICI, whereas students in the “single form of information” group received a narrative about an unrelated domain. We also included two quizzes, one for each domain. The narratives were designed to be similar in length and the quizzes were designed to be difficult to answer without reading the narrative, but fairly easy to answer if students had read the narrative. Thus, we could use students’ scores on the ICI narrative quiz as a manipulation check for whether students in the “multiple forms of information” group had read and understood the narrative.

- **Comprehension questions:**
  We asked ten comprehension questions about ICI’s business, two for each of the five decomposition criteria. For example, the first question asked students whether the number of potential clients in the market was an important attribute at ICI. The narrative (for the “multiple forms of information” group) and the Class diagram (for the “higher quality” decomposition group) both included this information. Because our interest is in individuals’ understanding of the domain, not the diagrams per se, we coded answers based on whether they reflected a correct understanding of the domain. For example, the correct answer for the first question was “yes” for all students in all groups. The ICI diagram quiz, mentioned earlier, tested students’ understanding of the diagrams.

- **Problem-Solving Questions:**
  We adapted the problem-solving questions and answers from Burton-Jones and Meso (2006). Each question began by stating a problem. It then tested the student’s ability to use his/her knowledge of the domain to: (a) suggest causes of, or solutions for, the problem; and (b) justify why these causes or solutions were reasonable. Each question had a set of acceptable answers, but students could also be awarded points if they gave other reasonable answers. Each answer had two parts: the answer and an explanation, with 0.5 points for each part. Consistent with the comprehension questions, we coded students’ answers based on whether they reflected a good understanding of the domain. Unlike the comprehension questions, we could not direct the problem-solving questions to specific violations of the decomposition criteria. This was because the decomposition violations were spread throughout the diagrams and it was possible to come up with answers from multiple parts of the diagrams. Ideally, we would have adopted a separate treatment for each decomposition criterion, but this would have required a much larger sample size than we could obtain. We return to this limitation in the Discussion.

- **Use of Information:**
  After both the comprehension questions and problem-solving questions, students were asked to what extent they relied on the information in the diagrams and, if they had access to the narrative, the narrative. We collected this information so that we could determine later, if need be, potential reasons for our pattern of results.

- **Questionnaire:**
  We included a questionnaire to ask students their ease of understanding the diagrams and their ease of understanding ICI’s business domain. Although we were interested solely in their ease of understanding the business, we included both sets of questions to allow us to
test for convergent and discriminant validity. As shown in the Appendix, one item was: “to what extent did you find ICI's business to be difficult to understand?”

3.4. Procedures
The experiment took two hours, including 10 minutes for administration. We created a web-based application (with ASP.net and SQL server) that enabled students to complete the exercise online. Students performed the tasks in a university computer lab, so bandwidth was sufficient. The application gave participants a set time for each task. When the time for each task expired, the system saved and closed their work on that task and moved participants on to the next task. The sequence and times allowed for all tasks are shown in the Appendix.

To ensure participants received treatments on a random basis, they entered a randomly assigned ID number on the opening webpage, which presented participants with relevant materials. We created a set number of IDs for each treatment (many more than we required).

Prior to the main experiment, we ran a pencil-and-paper pre-test and an online pilot test to ensure the procedure and manipulations worked effectively. Minor improvements were made based on the results of the pre- and pilot tests. Some problems with the ASP application were also identified during the pilot test and these were ironed out before running the full experiment.

4. Results
The results were examined in two steps. We first screened the data for its conformance with the assumptions of our tests. We then examined the tests of our predictions.

4.1. Data Screening
Table 4 shows the descriptive statistics. Although most of the results were in line with our expectations, five results deserve note. First, although 168 students participated, three students dropped out of the study during the experiment, resulting in 165 data points for most variables. Second, Table 4 shows that subjects reported a low-to-moderate level of UML experience (1.4/4.0).

<table>
<thead>
<tr>
<th>Table 4: Descriptive statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type of variable</strong></td>
</tr>
<tr>
<td>Control variables</td>
</tr>
<tr>
<td>and manipulation</td>
</tr>
<tr>
<td>checks</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Dependent</td>
</tr>
<tr>
<td>variables</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Process variables</td>
</tr>
<tr>
<td>(sources of information)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

**Key:** * Ease of understanding was measured in terms of difficulty (see the scale in the Appendix), but reverse coded so that higher scores reflect greater ease.
**The values for “using the narrative” stem from only 83 students because only students who received the narrative could rate their use of it.
This is surprising because all 165 participants reported that they had never learned UML, thus their self-reported UML experience should have been zero, rather than low-to-moderate. Thus, we are not sure of the validity of our self-reported scale for UML experience. Third, subjects’ scores in the practice comprehension results showed little variation. We had hoped to use this variable as a control in our tests of comprehension performance. Because of the low variation, it might not serve as a good control. (As we show later, this did not affect our results because our model explained comprehension performance satisfactorily). Fourth, subjects performed poorly on the problem-solving test, recording a mean of 7.8 out of a potential maximum of 37.0. Only 31 percent of the answers they gave were correct. This poor performance was expected because the problem-solving questions were challenging. Nonetheless, this should be borne in mind when generalizing from our study, i.e., we cannot assume the results would be the same if we had used easy problem-solving questions. Finally, consistent with the arguments we used to derive our hypotheses, subjects reported that they used the diagrams more than the narrative during the comprehension questions (2.99-1.20) and that they used the diagrams about the same amount as the narrative during the problem-solving questions (1.87-2.19).

Table 5 shows the correlation matrix. We discuss three types of variables in this matrix in turn. First, we discuss our control measures and manipulation checks. As noted earlier, we collected data on several variables that might serve as controls. Table 5 shows that only a few of them would likely serve as useful control variables. The order of tasks and the UML quiz scores did not correlate significantly with any dependent measure. The self-reported measures of UML experience and domain knowledge did correlate significantly with comprehension and problem-solving performance, even if only slightly. However, these correlations were negative, which is counter-intuitive, because it implies that greater knowledge is associated with lower performance. These two self-report measures were also strongly correlated (0.56), which is not intuitive. These counter-intuitive results, coupled with the surprising result for UML expertise in the descriptive statistics, led us to question the validity of these self-report measures. The objective measures behaved more predictably. The ICI diagram quiz scores correlated significantly with problem-solving performance. The correlation between the ICI diagram quiz score and decomposition quality was also insignificant (r = -0.09), indicating that as we predicted, decomposition quality did not affect students’ understanding of the diagrams. The final control variables were the practice tasks. Table 5 shows that the practice comprehension task was not significantly correlated with comprehension performance, but the practice problem-solving task was significantly correlated with problem-solving performance.

In summary, Table 5 indicates that we did not have any useful control variables for comprehension performance or ease of understanding, but that we should control for students’ performance in the ICI diagram quiz and the practice problem-solving task when testing for problem-solving performance. Table 5 also shows that the manipulation check for the narrative worked. Recall that in Table 4, the average performance on the ICI narrative quiz was 6.9 out of 11.0. Although not shown to conserve space, the average quiz performance was 9.3 for the 83 students who received the ICI narrative and 4.5 for the 82 students who received the alternative narrative. As Table 5 shows, this resulted in a significant difference between groups (r = 0.77, p < .01), indicating that the manipulation worked, i.e., students generally read the narrative of ICI when they received it.

Second, we discuss the correlations that relate to our hypotheses, Table 5 shows that comprehension performance was driven by decomposition quality, problem-solving performance was driven by both multiple forms of information and decomposition quality, and ease of understanding was driven by multiple forms of information but not by decomposition quality. The first two results supported our hypotheses, but the last result did not. We examine these results further in the next section.

Finally, Table 5 provides information about process variables. Specifically, it shows that the quality of decomposition did not significantly affect participants’ choice to use one source of information (the diagram or narrative) more or less, and that participants’ self-reported use of each source of information did not significantly affect their results in the comprehension and problem-solving tests. We return to this process information later, in our protocol analysis.
Table 5: Correlation matrix

<table>
<thead>
<tr>
<th></th>
<th>Form</th>
<th>Decomp</th>
<th>Order</th>
<th>UML ex</th>
<th>Dom kn</th>
<th>UML Q</th>
<th>ICI diag</th>
<th>Prac C</th>
<th>Prac P</th>
<th>ICI narr</th>
<th>Comp</th>
<th>Prob C</th>
<th>Prob %</th>
<th>Ease</th>
<th>Comp-D</th>
<th>Comp-N</th>
<th>Prob-D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decompr</td>
<td>0.01</td>
<td>0.01</td>
<td>0.04</td>
<td>-0.09</td>
<td>0.05</td>
<td>0.56</td>
<td>0.09</td>
<td>-0.02</td>
<td>-0.02</td>
<td>-0.17</td>
<td>0.09</td>
<td>0.02</td>
<td>0.05</td>
<td>-0.11</td>
<td>0.18</td>
<td>0.19</td>
<td>0.25</td>
</tr>
<tr>
<td>Order</td>
<td>0.01</td>
<td>0.01</td>
<td>0.04</td>
<td>-0.09</td>
<td>0.05</td>
<td>0.56</td>
<td>0.09</td>
<td>-0.02</td>
<td>-0.02</td>
<td>-0.17</td>
<td>0.09</td>
<td>0.02</td>
<td>0.05</td>
<td>-0.11</td>
<td>0.18</td>
<td>0.19</td>
<td>0.25</td>
</tr>
<tr>
<td>UML ex</td>
<td>0.04</td>
<td>0.04</td>
<td>0.08</td>
<td>-0.12</td>
<td>0.05</td>
<td>0.56</td>
<td>0.09</td>
<td>-0.02</td>
<td>-0.02</td>
<td>-0.17</td>
<td>0.09</td>
<td>0.02</td>
<td>0.05</td>
<td>-0.11</td>
<td>0.18</td>
<td>0.19</td>
<td>0.25</td>
</tr>
<tr>
<td>Dom kn</td>
<td>-0.17</td>
<td>-0.17</td>
<td>-0.12</td>
<td>-0.12</td>
<td>-0.12</td>
<td>0.56</td>
<td>0.09</td>
<td>-0.02</td>
<td>-0.02</td>
<td>-0.17</td>
<td>0.09</td>
<td>0.02</td>
<td>0.05</td>
<td>-0.11</td>
<td>0.18</td>
<td>0.19</td>
<td>0.25</td>
</tr>
<tr>
<td>UML Q</td>
<td>0.09</td>
<td>0.09</td>
<td>0.08</td>
<td>-0.12</td>
<td>0.05</td>
<td>0.56</td>
<td>0.09</td>
<td>-0.02</td>
<td>-0.02</td>
<td>-0.17</td>
<td>0.09</td>
<td>0.02</td>
<td>0.05</td>
<td>-0.11</td>
<td>0.18</td>
<td>0.19</td>
<td>0.25</td>
</tr>
<tr>
<td>ICI diag</td>
<td>-0.02</td>
<td>-0.02</td>
<td>-0.02</td>
<td>-0.02</td>
<td>-0.02</td>
<td>0.56</td>
<td>0.09</td>
<td>-0.02</td>
<td>-0.02</td>
<td>-0.17</td>
<td>0.09</td>
<td>0.02</td>
<td>0.05</td>
<td>-0.11</td>
<td>0.18</td>
<td>0.19</td>
<td>0.25</td>
</tr>
<tr>
<td>Prac C</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.56</td>
<td>0.09</td>
<td>-0.02</td>
<td>-0.02</td>
<td>-0.17</td>
<td>0.09</td>
<td>0.02</td>
<td>0.05</td>
<td>-0.11</td>
<td>0.18</td>
<td>0.19</td>
<td>0.25</td>
</tr>
<tr>
<td>Prac P</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.56</td>
<td>0.09</td>
<td>-0.02</td>
<td>-0.02</td>
<td>-0.17</td>
<td>0.09</td>
<td>0.02</td>
<td>0.05</td>
<td>-0.11</td>
<td>0.18</td>
<td>0.19</td>
<td>0.25</td>
</tr>
<tr>
<td>ICI narr</td>
<td>0.77</td>
<td>0.77</td>
<td>0.77</td>
<td>0.77</td>
<td>0.77</td>
<td>0.56</td>
<td>0.09</td>
<td>-0.02</td>
<td>-0.02</td>
<td>-0.17</td>
<td>0.09</td>
<td>0.02</td>
<td>0.05</td>
<td>-0.11</td>
<td>0.18</td>
<td>0.19</td>
<td>0.25</td>
</tr>
<tr>
<td>Comp</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.56</td>
<td>0.09</td>
<td>-0.02</td>
<td>-0.02</td>
<td>-0.17</td>
<td>0.09</td>
<td>0.02</td>
<td>0.05</td>
<td>-0.11</td>
<td>0.18</td>
<td>0.19</td>
<td>0.25</td>
</tr>
<tr>
<td>Prob C</td>
<td>0.17</td>
<td>0.17</td>
<td>0.17</td>
<td>0.17</td>
<td>0.17</td>
<td>0.56</td>
<td>0.09</td>
<td>-0.02</td>
<td>-0.02</td>
<td>-0.17</td>
<td>0.09</td>
<td>0.02</td>
<td>0.05</td>
<td>-0.11</td>
<td>0.18</td>
<td>0.19</td>
<td>0.25</td>
</tr>
<tr>
<td>Prob %</td>
<td>0.34</td>
<td>0.34</td>
<td>0.34</td>
<td>0.34</td>
<td>0.34</td>
<td>0.56</td>
<td>0.09</td>
<td>-0.02</td>
<td>-0.02</td>
<td>-0.17</td>
<td>0.09</td>
<td>0.02</td>
<td>0.05</td>
<td>-0.11</td>
<td>0.18</td>
<td>0.19</td>
<td>0.25</td>
</tr>
<tr>
<td>Ease</td>
<td>0.36</td>
<td>0.36</td>
<td>0.36</td>
<td>0.36</td>
<td>0.36</td>
<td>0.56</td>
<td>0.09</td>
<td>-0.02</td>
<td>-0.02</td>
<td>-0.17</td>
<td>0.09</td>
<td>0.02</td>
<td>0.05</td>
<td>-0.11</td>
<td>0.18</td>
<td>0.19</td>
<td>0.25</td>
</tr>
<tr>
<td>Comp-D</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>0.56</td>
<td>0.09</td>
<td>-0.02</td>
<td>-0.02</td>
<td>-0.17</td>
<td>0.09</td>
<td>0.02</td>
<td>0.05</td>
<td>-0.11</td>
<td>0.18</td>
<td>0.19</td>
<td>0.25</td>
</tr>
<tr>
<td>Comp-N (a)</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.56</td>
<td>0.09</td>
<td>-0.02</td>
<td>-0.02</td>
<td>-0.17</td>
<td>0.09</td>
<td>0.02</td>
<td>0.05</td>
<td>-0.11</td>
<td>0.18</td>
<td>0.19</td>
<td>0.25</td>
</tr>
<tr>
<td>Prob-D (a)</td>
<td>-0.21</td>
<td>-0.21</td>
<td>-0.21</td>
<td>-0.21</td>
<td>-0.21</td>
<td>0.56</td>
<td>0.09</td>
<td>-0.02</td>
<td>-0.02</td>
<td>-0.17</td>
<td>0.09</td>
<td>0.02</td>
<td>0.05</td>
<td>-0.11</td>
<td>0.18</td>
<td>0.19</td>
<td>0.25</td>
</tr>
<tr>
<td>Prob-N (a)</td>
<td>-0.20</td>
<td>-0.20</td>
<td>-0.20</td>
<td>-0.20</td>
<td>-0.20</td>
<td>0.56</td>
<td>0.09</td>
<td>-0.02</td>
<td>-0.02</td>
<td>-0.17</td>
<td>0.09</td>
<td>0.02</td>
<td>0.05</td>
<td>-0.11</td>
<td>0.18</td>
<td>0.19</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Key:
* = p < 0.05. Significant correlations are shaded.

(a): No correlation exists because the narrative was only offered when students received both forms of information (conceptual model & narrative).

Variables: Treatments: Form: Forms of information (1 = Conceptual model only, 2 = Conceptual model plus textual narrative); Decomp: Decomposition quality (1 = lower quality, 2 = higher quality).

Control variables: Order: Order of treatment (1 = comprehension questions first, 2 = problem-solving questions first); UML ex: Self-report UML experience; Dom kn: Self-report domain knowledge; UML Q: UML quiz; ICI diag: ICI diagram quiz; Prac C: Practice comprehension; Prac P: Practice problem-solving; ICI narr: ICI narrative quiz.

Dependent variables: Comp: Comprehension correct; Prob C: Problem-solving correct; Prob %: Problem-solving % correct (i.e., total correct divided by total offered); Ease: Ease of understanding domain (reverse coded, i.e., higher scores reflects greater ease).

Information seeking variables: Comp-D: Self-reported use of the diagrams during the comprehension questions, Comp-N: Self-reported use of the narrative during the comprehension questions, Prob-D: Self-reported use of the diagrams during the problem-solving questions, Prob-N: Self-reported use of the narrative during the problem-solving questions.
4.2. Tests of Hypotheses

We describe the results for each hypothesis in turn. For Hypothesis 1, we first checked whether the data met the assumption of equal variance in the dependent measure across groups. The data met this assumption (Levene’s test was insignificant, $F = 0.39, p >0.75$). We then ran a univariate ANOVA with decomposition quality and multiple forms of information as factors and comprehension performance as the dependent measure. Table 6 shows the results, which show that comprehension performance was driven by decomposition quality (rather than multiple forms of information), supporting Hypothesis 1. Figure 2a shows the mean difference in performance across groups, which was in line with our prediction for this hypothesis in Table 3.

<table>
<thead>
<tr>
<th>Table 6: Results for Hypothesis 1: Comprehension performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Table 6a: Differences among groups</td>
</tr>
<tr>
<td>Form of Information</td>
</tr>
<tr>
<td>Single form</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Multiple form</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 6b: Univariate ANOVA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source</td>
</tr>
<tr>
<td>Corrected Model</td>
</tr>
<tr>
<td>Intercept</td>
</tr>
<tr>
<td>Form of information</td>
</tr>
<tr>
<td>Decomp. quality</td>
</tr>
<tr>
<td>Form * Decomp</td>
</tr>
<tr>
<td>Corrected Total</td>
</tr>
</tbody>
</table>

* Eta squared represents the proportion of variance in the dependent variable (DV) explained by the independent variable (IV).

We ran a MANOVA to check whether the results were consistent across decomposition criteria. The MANOVA contained five dependent measures, one for each criterion. Figures 2b-f summarize the results. The results were consistent for three criteria (determinism, coupling, and cohesion). However, the results for two criteria were slightly different. For losslessness (Figure 2b), decomposition quality had a positive effect as expected, but so too did multiple forms of information. For minimality (Figure 2c), decomposition quality had a positive effect as expected, but there was a slight unexpected interaction effect such that students who received the higher-quality decomposition did slightly worse when they had the narrative. While any explanation of these unexpected results can only be speculative, it is worth noting that the questions for losslessness and minimality were the first questions of the comprehension test. Thus, there may have been a carry-over effect from a previous task (from a prior problem-solving question or from the narrative that students just read, depending on the order of treatment that a student received). Moreover, it is important to note that these slight unexpected results did not change the overall result, which was in line with our hypothesis (Figure 2a). Thus, although these results should be borne in mind, we believe there is sufficient evidence to accept Hypothesis 1.

For Hypothesis 2, we first checked whether the coding of students’ problem-solving answers was reliable. The answers were coded by one independent coder. We then had a second independent coder grade approximately half the cases (80 of 165), chosen at random. The coders’ scores showed sufficient inter-rater reliability ($\text{ICC}[2, 2]$ varied from 0.72 to 0.90 for the seven questions, Shrout and Fleiss 1979). We then checked whether the data met the assumption of equal variance in the dependent measure across groups. The data met this assumption (Levene’s test was insignificant, $F = 1.91, p > 0.10$). We then ran a univariate ANOVA with decomposition quality and multiple forms of
information as factors and problem-solving performance as the dependent measure. Table 7 shows the results, which indicate that comprehension performance was driven by both factors, but the interaction effect was insignificant. This only partially supports Hypothesis 2, which had predicted a significant interaction effect. Figure 3a shows the mean difference in performance across groups.
Table 7: Results for Hypothesis 2: Problem-solving performance

Table 7a: Differences among groups

<table>
<thead>
<tr>
<th>Form of Information</th>
<th>Decomposition quality</th>
<th>N</th>
<th>Mean</th>
<th>Std. Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single form</td>
<td>Lower quality</td>
<td>42</td>
<td>5.52</td>
<td>3.04</td>
</tr>
<tr>
<td></td>
<td>Higher quality</td>
<td>40</td>
<td>8.48</td>
<td>4.98</td>
</tr>
<tr>
<td>Multiple form</td>
<td>Lower quality</td>
<td>42</td>
<td>7.93</td>
<td>3.65</td>
</tr>
<tr>
<td></td>
<td>Higher quality</td>
<td>41</td>
<td>9.32</td>
<td>4.31</td>
</tr>
</tbody>
</table>

Table 7b: Univariate ANOVA

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>F</th>
<th>Sig.</th>
<th>Eta Squared*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corrected Model</td>
<td>4</td>
<td>11.23</td>
<td>0.00</td>
<td>0.22</td>
</tr>
<tr>
<td>Intercept</td>
<td>1</td>
<td>0.19</td>
<td>0.67</td>
<td>0.00</td>
</tr>
<tr>
<td>ICI diagram quiz **</td>
<td>1</td>
<td>22.09</td>
<td>0.00</td>
<td>0.12</td>
</tr>
<tr>
<td>Form of information</td>
<td>1</td>
<td>8.00</td>
<td>0.01</td>
<td>0.05</td>
</tr>
<tr>
<td>Decomp. quality</td>
<td>1</td>
<td>16.47</td>
<td>0.00</td>
<td>0.09</td>
</tr>
<tr>
<td>Form * Decomp</td>
<td>1</td>
<td>1.16</td>
<td>0.28</td>
<td>0.01</td>
</tr>
<tr>
<td>Corrected Total</td>
<td>164</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Adjusted R² = 0.20

* Eta squared represents the proportion of variance in the DV explained by the IV.

** We only include this one covariate because when we ran a model including the practice problem-solving test as an additional covariate, this latter variable was not significant.
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Figure 3: Mean differences in problem-solving performance (Hypothesis 2)

To see if the lack of a significant interaction effect in our ANOVA had been driven by just one or two questions, we ran a MANOVA with all seven problem-solving questions as the dependent measures. The results were generally consistent with the ANOVA: form of information had a significant positive main effect for four of the problem-solving questions (Questions 1, 2, 3, and 7), decomposition quality had a significant positive main effect for six of the questions (all except Question 5), and the interaction effects were not significant.

Despite no statistically significant interaction effect in the ANOVA or MANOVA, the mean difference in problem-solving results (in Figure 3a above) appears to show a slight interaction effect in the direction we hypothesized. To follow this up, we performed two post-hoc tests.

First, we ran an ANOVA with students’ percentage of correct answers (i.e., correct answers divided by total answers) as the dependent measure rather than students’ total number of correct answers. In
this model, the main effects for each factor were significant (i.e., decomposition quality: $F = 12.8, p < .01$ one tailed; form of information: $F = 5.3, p < 0.02$ one tailed), and the interaction was significant (i.e., decomposition quality * form of information: $F = 2.9, p < .05$ one tailed), consistent with Hypothesis 2. Although we omit the detailed table of results to conserve space, Figure 3b (above) shows the mean difference in performance across groups, which clearly shows an interaction effect consistent with the hypothesis.

Second, we performed sub-sample tests in which we kept one factor constant (by selecting only that half of the sample) while varying the other factor. We performed this for both versions of the dependent measure: students’ total number of correct answers and their percentage of correct answers (correct answers divided by offered answers). Table 8 shows the results. These results suggest that when a novice has a high level on one antecedent factor (either decomposition quality or form of information), an increase in the second factor does not have a major impact on problem-solving performance, but when a novice has a low level on one of the antecedent factors (either decomposition quality or form of information), an increase in the second factor has a significant impact on understanding. This is consistent with Hypothesis 2.

Table 8: Sub-sample analysis for interaction effect (Hypothesis 2)

<table>
<thead>
<tr>
<th>Sub-sample</th>
<th>Comparison</th>
<th>Significant difference on dependent variable (DV)?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DV: Correct (Total)</td>
<td>DV: Correct (Percentage)</td>
</tr>
<tr>
<td>Single form of information</td>
<td>Decomposition quality:</td>
<td>Yes: $F = 11, p &lt; .01, \text{eta}^2 = .12$</td>
</tr>
<tr>
<td></td>
<td>Lower versus higher</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DV: Correct (Percentage)</td>
<td>Yes: $F = 18, p &lt; .01, \text{eta}^2 = .18$</td>
</tr>
<tr>
<td>Multiple forms of information</td>
<td>Decomposition quality:</td>
<td>No: $F = 3, p &gt; .10, \text{eta}^2 = .03$</td>
</tr>
<tr>
<td></td>
<td>Lower versus higher</td>
<td></td>
</tr>
<tr>
<td>Lower quality decomposition</td>
<td>Form of information:</td>
<td>Yes: $F = 11, p &lt; .01, \text{eta}^2 = .12$</td>
</tr>
<tr>
<td></td>
<td>Single versus multiple</td>
<td></td>
</tr>
<tr>
<td>Higher quality decomposition</td>
<td>Form of information:</td>
<td>No: $F = 1, p &gt; .40, \text{eta}^2 = .01$</td>
</tr>
<tr>
<td></td>
<td>Single versus multiple</td>
<td></td>
</tr>
</tbody>
</table>

* Eta squared represents the proportion of variance in the DV explained by the IV.

In summary, while the results from our overall ANOVA and MANOVA only partially supported Hypothesis 2, our two follow-up tests fully supported it. Therefore, we believe there is enough evidence to tentatively support Hypothesis 2.

For Hypothesis 3, we first checked the reliability of our scale, which was adequate (Cronbach’s alpha = 0.77). We then checked for convergent and discriminant validity. The results showed that our items converged and discriminated in the expected way. In a principal component analysis with varimax rotation, the items for ease of understanding the domain loaded on one factor (> 0.85), the items for ease of understanding the diagrams loaded on a separate factor (> 0.85), and the cross loadings were less than 0.20. Finally, we checked whether the data met the assumption of equal variance in the dependent measure across groups. The data met this assumption (Levene’s test was insignificant, $F = 1.43, p > 0.20$). Given that our data passed all three tests, we then ran an ANOVA with ease of understanding the domain as the dependent measure. Table 9 presents the results, and Figure 4 shows the mean differences. As Table 9 and Figure 4 show, the results do not support Hypothesis 3. Consistent with the hypothesis, students who received multiple forms of information found the domain to be easier to understand. However, in contrast to the hypothesis, decomposition quality had no effect on ease of understanding, nor was there a significant interaction effect.
Table 9a: Differences among groups

<table>
<thead>
<tr>
<th>Form of Information</th>
<th>Decomposition quality</th>
<th>N</th>
<th>Mean</th>
<th>Std. Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single form</td>
<td>Lower quality</td>
<td>41</td>
<td>1.73</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>Higher quality</td>
<td>39</td>
<td>1.68</td>
<td>0.82</td>
</tr>
<tr>
<td>Multiple form</td>
<td>Lower quality</td>
<td>40</td>
<td>2.36</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>Higher quality</td>
<td>41</td>
<td>2.46</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 9b: Univariate ANOVA

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>F</th>
<th>Sig.</th>
<th>Eta Squared*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corrected Model</td>
<td>3</td>
<td>7.91</td>
<td>0.00</td>
<td>0.13</td>
</tr>
<tr>
<td>Intercept</td>
<td>1</td>
<td>705.00</td>
<td>0.00</td>
<td>0.82</td>
</tr>
<tr>
<td>Form of information</td>
<td>1</td>
<td>23.42</td>
<td>0.00</td>
<td>0.13</td>
</tr>
<tr>
<td>Decomp. quality</td>
<td>1</td>
<td>0.03</td>
<td>0.87</td>
<td>0.00</td>
</tr>
<tr>
<td>Form * Decomp</td>
<td>1</td>
<td>0.27</td>
<td>0.60</td>
<td>0.00</td>
</tr>
<tr>
<td>Corrected Total</td>
<td>160</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Adjusted R² = .12

* Eta squared represents the proportion of variance in the DV explained by the IV

** The scale for each of understanding asked about “difficulty” (see the Appendix) but the scores were reverse coded so that higher values reflect greater ease.

Figure 4: Mean differences in perceived ease of understanding (Hypothesis 3)

4.3. Summary of the Results

Our results suggest that we can accept Hypothesis 1, tentatively accept Hypothesis 2, and reject Hypothesis 3. At first glance, these results might not seem surprising because Burton-Jones and Meso (2006) also found significant differences on tests of actual understanding, but not on tests of perceived ease of understanding. However, the results were quite surprising to us because we had made the treatment for decomposition quality very strong, i.e., the lower quality decomposition was much worse, in our view, than the higher quality decomposition.

Because this result was a surprise, we set out to determine a possible explanation. Recall from our theory section (see Table 3) that the difference between our hypothesis for problem-solving and our hypothesis for ease of understanding was that for problem-solving, we hypothesized that our manipulation of decomposition quality would result in a direct information content effect and an incidental processing effect. For ease of understanding, we hypothesized that our manipulation of decomposition quality would result in an incidental processing effect only. In this light, given that decomposition quality affected our problem-solving results but not our ease of understanding results,
one possible reason for this pattern of results is that the direct information content effect did occur but that the incidental processing effect was marginal or non-existent. To determine whether this explanation was plausible, we ran a protocol study.

4.4. Protocol Study

Twenty-six students from the same student body as that used in the full experiment (i.e., second-, third-, and fourth-year business school students) participated voluntarily. Each student performed the task singly (i.e., there were 26 sessions), and each session was recorded. Because of technical/administrative limitations, we were only able to use the data from 20 of these 26 sessions (the online application had an error in two cases, one student misunderstood the instructions, one student turned off the recording device, and one student’s voice could not be understood by the coders). Each student was randomly assigned to one of the four groups, which resulted in one group of four students, two groups of five, and one group of six. The materials and procedures were the same as in the full experiment except that students were asked to talk aloud during the tasks and they were given five minutes per problem-solving question rather than 3.5 minutes because of the extra time required to speak aloud (as in Burton-Jones and Meso 2006). Each student’s session was recorded using Camtasia Studio™ (http://www.techsmith.com/camtasia.asp) from TechSmith Corp.

Using this application, we simultaneously recorded: 1. screen-cam records at five screens per second of the student’s computer screen, 2. the student's voice recorded into a headset microphone that s/he wore, and 3. a video recording of the student as s/he worked, captured via a Webcam connected to the computer (allowing us to see the user’s facial expressions as s/he talked and worked on the task). All three types of data were saved in an integrated file in .avi format, which coders could then view in a video player.

An independent coder transcribed all of the recordings and coded the protocols. The coder coded for two types of evidence. The first was incidental processing. Incidental processing reflects additional processing that an individual has to undertake to deal with confusing or extraneous material in information s/he receives (Mayer and Moreno 2003, p. 46). Following Burton-Jones and Meso (2006), we used the notion of a cognitive breakdown to measure incidental processing. Cognitive breakdowns occur when a line of thought fails. They are reflected in long pauses or in comments that reflect an individual’s inability to come up with an answer to a question. Given a fixed amount of cognitive processing available to a subject, we hypothesized that an increase in incidental processing would cause the participant more difficulty understanding the material, and hence, s/he would suffer more breakdowns. We felt that this would be particularly likely in the context of our problem-solving task because it was designed to be challenging (as discussed in Section 4.1), thus subjects were likely working near the limits of their cognitive capacity. As in Burton-Jones and Meso (2006), we recognize that a student might be able to recover from some of his/her breakdowns. Therefore, we used two measures of breakdowns: total number of breakdowns: the total number of breakdowns a student experienced during the problem-solving task (whether s/he recovered from these breakdowns or not); and net breakdowns: the total number of breakdowns experienced during the problem-solving task from which s/he did not recover (i.e., breakdowns minus recoveries).

The second type of evidence was the source of information that students used during the tasks (i.e., the narrative or diagram). As noted in the data screening section of our analysis from the main experiment, students reported that they used the diagrams more than the narrative during the comprehension test but about the same during the problem-solving task. We wanted to check the video recordings to see if the same pattern was evident in the objective video data. Thus, our final measure was information seeking time, which reflects the time that students spent seeking information to an answer from the narrative (if available) or the diagrams.

To check whether the independent coders’ ratings were reliable, we selected five students’ recordings at random and had a second independent coder rate each recording. We found that the ratings were reliable (total number of breakdowns, ICC[2,2] = 0.87; total number of breakdowns not overcome, ICC[2,2] = 0.89; time looking at the diagram, ICC[2,2] = 0.96, time looking at the narrative, ICC[2,2] = 0.85). We also recruited two independent coders to score students’ answers to the problem-solving
questions. The two ratings were reliable (ICC[2,2] varied from 0.70 to 0.95 for the seven questions).

Overall, the results from the protocol study mirrored those of main experiment. Table 10 shows the descriptive statistics, and Table 11 shows the correlation matrix. (The full data set is available on request). We briefly discuss the evidence for each hypothesis in turn.

Table 10: Descriptive statistics for the protocol study

<table>
<thead>
<tr>
<th></th>
<th>Single/Lower quality N=6</th>
<th>Single/Higher quality N=5</th>
<th>Multiple/Lower quality N=4</th>
<th>Multiple/Higher quality N=5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean  SD</td>
<td>Mean  SD</td>
<td>Mean  SD</td>
<td>Mean  SD</td>
</tr>
<tr>
<td><strong>Dependent variables:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comp</td>
<td>4.0  1.3</td>
<td>7.2  1.1</td>
<td>3.8  1.3</td>
<td>7.2  2.2</td>
</tr>
<tr>
<td>Prob C</td>
<td>6.7  3.4</td>
<td>9.1  1.8</td>
<td>12.3 4.2</td>
<td>12.7 2.6</td>
</tr>
<tr>
<td>Prob %</td>
<td>0.3  0.1</td>
<td>0.4  0.1</td>
<td>0.4  0.1</td>
<td>0.5  0.1</td>
</tr>
<tr>
<td>Ease</td>
<td>2.2  0.7</td>
<td>2.9  0.7</td>
<td>2.5  0.9</td>
<td>2.4  0.6</td>
</tr>
<tr>
<td><strong>Breakdowns:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Break</td>
<td>8.2  4.1</td>
<td>6.4  5.0</td>
<td>6.8  3.1</td>
<td>4.8  2.4</td>
</tr>
<tr>
<td>Break (Net)</td>
<td>7.8  3.9</td>
<td>4.6  3.4</td>
<td>5.3  1.0</td>
<td>4.6  2.1</td>
</tr>
<tr>
<td><strong>Info seeking time:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comp-N Video</td>
<td>na  na</td>
<td>na  na</td>
<td>25.5 50.3</td>
<td>69.5 39.8</td>
</tr>
<tr>
<td>Comp-D Video</td>
<td>191.0 65.0</td>
<td>204.8 56.5</td>
<td>128.5 95.3</td>
<td>142.0 64.7</td>
</tr>
<tr>
<td>Comp-N Self</td>
<td>na  na</td>
<td>na  na</td>
<td>1.3 1.9</td>
<td>1.4 0.9</td>
</tr>
<tr>
<td>Comp-D Self</td>
<td>2.5  0.8</td>
<td>2.8  0.5</td>
<td>3.0  0.8</td>
<td>2.8  0.8</td>
</tr>
<tr>
<td>Prob-N Video</td>
<td>na  na</td>
<td>na  na</td>
<td>38.8 10.1</td>
<td>33.8 22.3</td>
</tr>
<tr>
<td>Prob-D Video</td>
<td>101.3 42.1</td>
<td>85.2 26.5</td>
<td>50.5 28.4</td>
<td>40.2 32.3</td>
</tr>
<tr>
<td>Prob-N Self</td>
<td>na  na</td>
<td>na  na</td>
<td>3.3 1.0</td>
<td>2.6  0.9</td>
</tr>
<tr>
<td>Prob-D Self</td>
<td>1.7  0.8</td>
<td>2.6  1.1</td>
<td>1.3 1.3</td>
<td>1.6  0.9</td>
</tr>
</tbody>
</table>

**Key:**

- **Groups:** Single: Single form of information; Multiple: Multiple forms of information; Lower quality: Lower quality decomposition; Higher quality: Higher quality decomposition.
- **Dependent variables:** Comp: Comprehension correct; Prob C: Problem-solving (total number of correct answers); Prob %: Problem-solving (% correct answers); Ease: Ease of understanding the domain.
- **Breakdowns:** Break: Total number of breakdowns; Break (Net): Total number of breakdowns not overcome.
- **Information seeking variables:** Comp-N Video: Seconds using the narrative during the comprehension questions; Comp-D Video: Seconds using the diagrams during the comprehension questions; Comp-N Self: Self-reported use of the narrative during the comprehension questions (0-4 scale); Comp-D Self: Self-reported use of the diagrams during the comprehension questions (0-4 scale); Prob-N Video: Seconds using the narrative during the problem-solving questions; Prob-D: Seconds using the diagrams during the problem-solving questions; Prob-N Self: Self-reported use of the narrative during the problem-solving questions (0-4 scale); Prob-D Self: Self-reported use of the diagrams during the problem-solving questions (0-4 scale).
- **na:** No statistic because the narrative was only offered when students received multiple forms of information.

For Hypothesis 1, the results were the same as in the main experiment. Comprehension performance was influenced strongly by decomposition quality, but it was not affected by having multiple forms of information. Recall from Table 3 that we hypothesized that students would look primarily at the diagrams rather than the narrative to answer the comprehension questions. The evidence of “information seeking” supports this view. Table 10 shows that students used the diagrams much more than the narrative to answer the comprehension questions (indicated in both the objective measures and the self-reported measures).
For Hypothesis 2, our results also mirror those of the full experiment. The self-reported and objective data on information-seeking times were slightly different, but the objective data supported our expectation that subjects would use the narrative and diagrams to a similar extent during the problem-solving task. Also, consistent with the full experiment, having multiple forms of information and higher quality decompositions helped problem-solving performance. While not shown to conserve space, the detailed results showed an interaction effect similar to that in Figure 3. Interestingly, the data on breakdowns supports these results, but only in part. Specifically, Tables 10 and 11 show that students had fewer breakdowns when they had multiple forms of information and higher quality decompositions, consistent with our hypothesis, but Table 11 shows that these correlations were insignificant. Moreover, Table 10 shows that students’ total number of breakdowns varied from 4 to 8 depending on the experimental group. As there were 7 problem-solving questions, this reflects only half-to-one breakdown per question. Thus, although multiple forms of information and higher quality decompositions led to fewer breakdowns, there were very few breakdowns in any of the groups.

Table 11: Correlation matrix from the protocol study (Spearman’s rho)

<table>
<thead>
<tr>
<th></th>
<th>Form</th>
<th>Decomp</th>
<th>Comp</th>
<th>Prob C</th>
<th>Prob %</th>
<th>Break</th>
<th>Break (Net)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decomp</td>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comp</td>
<td>0.01</td>
<td>0.78**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prob C</td>
<td>0.61**</td>
<td>0.26</td>
<td>0.21</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prob %</td>
<td>0.47**</td>
<td>0.50**</td>
<td>0.24</td>
<td>0.79**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Break</td>
<td>-0.23</td>
<td>-0.26</td>
<td>-0.12</td>
<td>0.05</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Break (Net)</td>
<td>-0.26</td>
<td>-0.26</td>
<td>-0.08</td>
<td>-0.08</td>
<td>-0.14</td>
<td>0.95**</td>
<td></td>
</tr>
<tr>
<td>Ease</td>
<td>-0.05</td>
<td>0.22</td>
<td>0.24</td>
<td>-0.08</td>
<td>0.13</td>
<td>-0.31*</td>
<td>-0.28</td>
</tr>
</tbody>
</table>

Key: Variable names defined above in Table 10. ** = p < 0.05 (one-tailed), * = p < 0.10 (one-tailed)

This is an important result because it allows us to draw a more precise conclusion regarding H2. Recall from Table 3 that we predicted that problem-solving performance would be driven by the multimedia effect, the direct information content effect, and the incidental processing effect. These results suggest that the multimedia effect was significant (because the correlation between multiple forms of information and problem-solving performance was significant), the direct information content effect was significant (because the correlation between decomposition quality and problem-solving performance was significant), but the incidental processing effect was insignificant (because the correlation between breakdowns and both of the antecedents [multiple forms of information and decomposition quality] was insignificant).

The results for Hypothesis 3 differed slightly from those in the full experiment. In the full experiment, form of information had a significant effect on ease of understanding, while decomposition quality did not. In the protocol study, Table 11 shows that neither factor had a significant effect on ease of understanding. Again, the data on breakdowns help explain this result. Specifically, Table 11 shows that the number of breakdowns was significantly correlated with ease of understanding (as expected). However, as noted above, subjects did not suffer many breakdowns, and our treatments (form of information and decomposition quality) only slightly increased the number of breakdowns. Thus, the effect on incidental processing seemed to be too slight to affect ease of understanding. This confirmed the expectation we drew at the conclusion of the full experiment.

4.5. Summary of the Results

On the basis of the results from our full experiment and protocol study, we conclude that multiple forms of information and higher quality decompositions can significantly affect individuals’ understanding (both surface and deep understanding). However, although individuals sometimes find a domain easier to understand when they have access to multiple forms of information (as we found in the full experiment), they do not appear to find the domain easier to understand when they have access to a higher quality decomposition. Therefore, decomposition quality appears to affect individuals’ understanding of the domain directly (without their awareness) rather than having an indirect effect through changing the amount of incidental processing that they undertake to
5. Discussion

We first discuss the implications of our study for research and practice and then its limitations.

5.1. Implications for Research

We believe that our results have five implications for research. First, our study is the first to our knowledge to have integrated a theory that focuses on the quality of information in a conceptual model (such as the Good Decomposition Model) with a theory that focuses on the form in which information is provided (such as Multimedia Learning Theory). We believe these two types of theories are complementary and that further opportunities exist to integrate them. For example, Wand and Weber (1990) proposed three theories that can be used to assess the quality of information in a conceptual model: the Representation Model, State-Tracking Model, and Good Decomposition Model. We only investigated one of these theories. Other theories (such as semiotics) could also be used to explain variations in the quality of conceptual models (Lindland et al. 1994). Similarly, Mayer (2005, p. 6) describes seven basic principles of multimedia learning. We only investigated one of these principles (the multimedia principle). Great opportunities exist for future researchers to extend different elements of Wand and Weber’s theories (or other theories such as semiotics) and different principles from Mayer’s theory to determine what information to show in a conceptual model and in what form, or forms, to show it.

Another way to extend our work would be to use theories of cognitive fit (Khatri et al. 2006). The theories we used in our study are somewhat universal in orientation – they do not account for contingencies, such as the nature of the person reading the model, that prior studies suggest will affect readers’ understanding (Gemino and Wand 2003, p. 82). Theories of cognitive fit would be particularly useful to explain when the effort required to achieve high decomposition quality or provide multiple forms of information would be most beneficial. Based on prior studies (Burton-Jones and Weber 1999, Parsons and Cole 2005), we believe a prima facie case could be made that higher quality decompositions and multiple forms of information would be most useful for novice users or analysts who have no or little knowledge of the domain shown in the model, but less useful for experts with substantial knowledge of the domain. It would be useful to test this (both in laboratory experiments and in the field) because researchers would then be in a better position to make recommendations to practice about the likely benefits of following good decomposition principles and good multimedia principles. Research with practitioners would be especially valuable because, according to Norman (1993, p. 258), “It takes a minimum of five thousand hours to turn a novice into an expert” Therefore, researchers may have to recruit practitioners with substantial experience instead of or in addition to student subjects if they really wish to study the effects of expertise.

A third research direction flows from our findings regarding decomposition quality. As we noted earlier, no algorithm exists to create a good decomposition or to prove that a decomposition is, in fact, good. Given that two studies have shown that good decompositions are helpful (Burton-Jones and Meso 2006, and the present study), we believe researchers should have sufficient motivation to develop algorithms or rules that modelers can use to create models that manifest a good decomposition. The development of rules for conceptual modeling is a burgeoning field (Evermann and Wand 2006). Such work would contribute greatly to research and practice.

Fourth, our results help clarify and extend the findings of earlier work by Burton-Jones and Meso (2006). As in our study, Burton-Jones and Meso (2006) found that decomposition quality affected understanding. However, the reasons given in the two studies differed. Burton-Jones and Meso (2006) argued that higher quality decompositions increase understanding by helping individuals to overcome cognitive breakdowns they experience when trying to understand the domain. Our theory and results were different and suggest that decomposition quality affects understanding in two ways: primarily by affecting a reader’s interpretation of the domain directly (i.e., s/he simply assumes that the information in the conceptual model is correct), and secondarily, by causing the reader to engage in additional incidental processing, which, in turn, results in higher cognitive breakdowns. Although
more research is needed to verify the pathway between decomposition quality and understanding, we believe the explanation in our study is more complete and more accurate than that in Burton-Jones and Meso (2006).

Finally, we believe that our results for perceived ease of understanding, and our post-hoc analysis of why these result occurred, help contribute to the literature on individuals’ perceptions of conceptual models and the domains they represent (Maes and Poels 2007). Although Burton-Jones and Meso (2006) also found that decomposition quality had no effect on ease of understanding, we did not expect this to occur in our study because we made the treatment for decomposition quality very strong. However, it seems that our subjects were not troubled by the deficiencies in our lower-quality models, despite these deficiencies having a direct effect on subjects’ understanding. Importantly, this result does not appear to be a methodological artifact. That is, it is not the case that subjects do feel the domain is harder to understand but that our measures do not pick up this difficulty. Rather, our results suggest that it is a substantive issue. That is, it seems that subjects simply do not experience significant difficulties understanding the domain – they interpret the information without any difficulties, and then rely on it even if the information is deficient. We believe that this is an interesting research outcome and deserves future research. For example, one immediate follow-on question would be whether the result would be the same if subjects were made aware of the potential for errors in the conceptual models or the actual errors in their understanding of the domain (reflected in their answers to the comprehension and problem-solving questions). Cognitive dissonance theory (Festinger 1957) would suggest that when individuals are given feedback about their understanding of the domain, they will revise their perceptions so that they are consistent with the feedback (i.e., their actual understanding). It would be interesting to empirically test whether this prediction holds.

5.2. Implications for Practice

The research has two general implications for practice. First, our results confirm those from two earlier studies (Burton-Jones and Meso 2006, Gemino 2004) and suggest that it would be useful for modelers to ensure that they: (a) create models that manifest a good decomposition of the domain, and (b) use multimedia principles when preparing and delivering conceptual models, such as accompanying a conceptual model with a textual narrative of the domain. Our study also suggests that, while modelers would benefit from performing both of these activities, one will sometimes be more useful than the other. For example, given that diagrams are more parsimonious than text, individuals may sometimes focus more on the models than the narrative (as we found in our comprehension test). In such cases, ensuring the model manifests a good decomposition is more important than having an accompanying textual narrative. However, if practitioners find it too costly or too difficult to ensure that their models manifest a good decomposition (e.g., due to an inability to train staff in good decomposition techniques), our results suggest that they should not only accompany the conceptual model with alternative forms of information such as a textual narrative but also encourage staff to read this additional information rather than relying solely on the models.

Interestingly, after conducting this study, we came across a methodology called “literate modeling” developed a decade ago by British Airways that instructs modelers to include narratives together with UML diagrams in a similar, but even more detailed fashion, than we studied (Arlow et al. 1999). Based on their personal experience at British Airways, Arlow et al. (1999) concluded that literate modeling was especially helpful for individuals who lacked domain knowledge, modeling knowledge, or both. We are unaware of any scientific study of the effectiveness of their technique, but given the results of our study, we are not surprised that practitioners have discovered the benefits of including UML diagrams together with alternative forms of information. It would be interesting to discover what other techniques practitioners are using along these lines and to extend and test them using the theories discussed in this study.

The second main implication for practice is that our results suggest that practitioners should be cautious not to read too much into individuals’ feedback about how easy it was for them to understand the domain shown in a conceptual model. In our study and in Burton-Jones and Meso (2006), the correlation between individuals’ perceptions of how easy it was to understand the domain and their
actual understanding was low (varying from -0.08 to 0.32 in this study). Certainly it would be useful in practice if modelers could create models that both convey accurate information and convey it in an easy-to-understand manner. However, research is not sufficiently advanced to inform practitioners about the most effective way to do so.

5.3. Limitations

Although we believe our study makes a good contribution, it also has important limitations. In terms of internal validity, our use of a randomized experiment helped eliminate many confounding factors. However, recall that we verified that each decomposition condition affected subjects’ comprehension, but we did not do so for subjects’ problem-solving or ease of understanding. Thus, while we can conclude that each decomposition condition affected surface understanding, we cannot draw the same conclusion for our other dependent measures. Also, recall that we found what appeared to be a carry-over effect in our comprehension test in the main experiment (for our test of losslessness). However, this was only a speculation; we could not verify it because we only included the comprehension questions in one order. If we had randomized the order of comprehension questions, we would have been able to test whether it was, in fact, a carry-over effect or, instead, a substantive effect.

In terms of construct validity, we operationalized each construct in our study in limited ways. Following Campbell and Fiske (1959), it would have been ideal if we manipulated each treatment in multiple ways (e.g., by manipulating each decomposition condition in several ways, as described in Burton-Jones and Meso 2006, p. 44), if we had measured each dependent variable in multiple ways (e.g., by having objective and subjective measures for each dependent variable), and if we had studied the effects of our treatments on our dependent variables in the context of different tasks. However, we did not do so. Thus, the reader should not over-generalize from our results – they are limited to the treatments, measurement methods, and tasks that we used. While the consistency of support for the Good Decomposition Model and Multimedia Learning Theory in our study and prior studies (Burton-Jones and Meso 2006, Gemino 2004, Masri et al. 2006) should give readers comfort, more research is needed using different treatments, dependent measures, and tasks before we can draw general conclusions.

In terms of statistical conclusion validity, the samples in our full experiment and protocol study were relatively small. Thus, some of our insignificant results might reflect Type 2 error. Based on our protocol study, we believe this is unlikely to be the case for Hypothesis 3 (i.e., we believe that decomposition quality does not have a significant effect on ease of understanding). Given that we found partial support for the interaction effect in our tests of Hypothesis 2, it is possible that the lack of a significant interaction effect in our ANOVA for that hypothesis reflects Type 2 error. However, it is important to keep in mind that the effect size for that interaction effect was small. Thus, even if we had used a larger sample size and found a statistically significant interaction effect, the practical significance of the effect would likely have still been low.

Finally, in terms of external validity, we used a sample of university students rather than a sample of practitioners. Moreover, we cannot say that the materials, tasks, or experimental procedures we used faithfully reflect those used in organizations in practice. In our design, we have traded off internal validity for external validity (Parsons and Cole 2005). Very little is actually known of how conceptual models are used in practice (Dawson and Swatman 1999, Sarker and Lee 2006). Clearly, more field studies are needed on this topic so that laboratory researchers can know how to create tasks and procedures that faithfully reflect those in real life.

6. Conclusion

Our study aimed to determine what factors affect the extent to which a conceptual model can help novices (i.e., individuals who lack an understanding of conceptual modeling techniques and the business domain) to obtain an understanding of a business domain. We focused on two aspects of understanding: process (reflected in individuals’ ease of understanding) and product (reflected in individuals’ surface and deep understanding). We also focused on two factors that we predicted
would affect novices' ability to obtain an understanding of a domain: decomposition quality and multiple forms of information. Our results suggest that both factors are influential, but the two factors work differently depending on the type of understanding sought.

When novices sought a surface understanding, we found that they looked to the most parsimonious form of information, which in our study was a conceptual model rather than a textual narrative. Deficiencies in that form (such as decomposition deficiencies in the model) then had a direct affect on their understanding. When novices sought a deep understanding, we found that they used whatever forms of information they were given. Their deep understanding was greatest when they were given multiple forms of information and when the models they received manifested a good decomposition.

Finally, we found that novices' perceptions of how easy it was to understand the domain did not reflect the accuracy of the understanding they obtained. Instead, our protocol study revealed that subjects generally relied on the information they read. Rather than being confused by questionable, unclear, or obscure information, subjects seemed to simply take the information at face value, report that it was easy to understand, and then rely on the information, often leading them to perform poorly in tests of actual understanding.

Overall, our results suggest that it would be fruitful for researchers and practitioners to further investigate the benefits that can be obtained by following decomposition principles and multimedia principles when preparing conceptual models, and that researchers and practitioners should be aware of the extent to which individuals' actual understanding and their self-reported ease of understanding can be disconnected in practice.
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Appendix: Experimental materials

1. Exercise Instructions (35 seconds)
The exercise will take 1 hour and 50 minutes. Each task has a fixed amount of time. When the time expires for each task, the system will automatically move you on to the next task. If you have any questions during the exercise, please ask your instructor.

Tasks:
1. Read these instructions (35 seconds)
2. Pre-Experiment Questionnaire (1 minute)
3. UML tutorial (12 minutes)
4. Review UML diagrams and complete quiz (20 minutes)
5. Review example questions and answers (5 minutes)
6. Practice task test (10 minutes, 15 seconds)
7. Read narrative and complete quiz on the narrative (25 minutes)
8. Review UML diagrams and complete questions (35 minutes, 20 seconds)

You have a one-in-three chance of receiving $50 based on your performance in this exercise.

2. Pre-Experiment Questionnaire (1 minute)
   - Have you ever learned UML (Unified Modeling Language)? Yes/No
   - Compared to a professional object oriented designer, I would rate my level of experience in interpreting UML diagrams (including Class, Use Case, and State Transition diagrams) as: (7-point scale from very low to very high).
   - Compared to someone who works in an employee contracting organization, I would rate my level of knowledge of activities in employee contracting business (such as screening and hiring applicants, contracting with firms, and managing client requests) as: (7-point scale from very low to very high).

3. UML Tutorial (12 minutes):
   Page 1 (30 seconds):
   UML (or “Unified Modeling Language”) is a diagramming method that can be used to represent objects, attributes, events, states, and processes in organizations. The following pages describe the syntax used in three types of UML diagrams and include questions to test your understanding.

   Page 2 (3 minutes):
   Class Diagram

<table>
<thead>
<tr>
<th>Student</th>
<th>Employee</th>
<th>Book</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPA</td>
<td>Name</td>
<td>Title</td>
</tr>
<tr>
<td>Student number</td>
<td>Department</td>
<td>Author</td>
</tr>
<tr>
<td>Enroll()</td>
<td>Pay rate</td>
<td>Library code</td>
</tr>
<tr>
<td>Borrow book()</td>
<td>Perform work()</td>
<td></td>
</tr>
</tbody>
</table>

   In most organizations, there are many phenomena. For example, your university has over 30,000 students, many employees, lots of books, etc. Often, sets of phenomena have similar characteristics. We use a class diagram to show these common characteristics.

   The figures above are called “classes.” They represent a class of objects. For example, the figures above show three classes of objects at a university: students, employees, and books. These figures imply that the university has many students, many employees, and many books but that each class of objects has some common characteristics.
The class symbol has three rows:
- The first row lists the name of the class, e.g., “student” and “book.”
- The second row lists the attributes of the class. For example, students have a GPA and a student number, and books have a title, author, and library code.
- The third row lists the operations of the class. Operations are what members of the class “do.” Note that some objects have operations but others do not. For example, students enroll in courses and borrow books, but books do not “do” anything by themselves.

From the information in the diagrams above, please answer the following questions:

**Question 1:** Does a university have more than one student? (Yes, No, Not enough information in the diagram)

**Question 2:** Do books have a title? (Yes, No, Not enough information in the diagram)

Note that certain things in a domain could be members of more than one class. A common example of this occurs when people have different “roles” in a domain. For example, in a university, it is quite possible that one person could have several roles at the same time, such as being a student and an employee. The particular classes shown in a diagram reflect the classes (and roles) that were deemed important from the perspective of the person who drew the diagram.

**Question 3:** Could some students in the university potentially be employees? (Yes, No, Not enough information in the diagram)

**Page 3 (3.5 minutes):**

Classes can be linked by lines called “associations.” Associations have two parts:
- a name that describes the association. For example, students can borrow books and enroll in courses.
- “multiplicity,” which are numbers that explain how classes interact.

Multiplicity is shown by two numbers. The two numbers state the minimum and maximum number of objects that can participate in an association. For example, in this diagram, 0..5 means a students can borrow 0 to 5 books at a time.

**Question 4:** Can a student borrow 6 books at a time? (Yes, No, Not enough information in the diagram)

In this diagram, the student-course association is linked by two 1..* associations. The * [star] symbol means “many.” For example, 1..* means 1 to many. We use this type of multiplicity when either:
- there is no specific maximum number, or
- we know the maximum number is greater than 1 but we don’t know exactly what it is.

**Question 5:** Can a student enroll in many courses? (Yes, No, Not enough information in the diagram)

**Question 6:** Can a student enroll in 5000 courses? (Yes, No, Not enough information in the diagram)

To read multiplicity, look at a class, consider one member of this class, then consider the association, and then look at the numbers closest to the “other” class. For example:
- One student can borrow from 0 to 5 books at a time
- One book can be borrowed by 0 to 1 students at a time
- One student can enroll in 1 to many courses at a time
- One course can have 1 to many students at a time

**Question 7:** Can a student enroll in no courses? (Yes, No, Not enough information in the diagram)
A “part of” relationship is shown as a line with a black diamond on the end. It indicates that a member of one class is part of a member of another class.

For example, this diagram shows that courses are part of degrees. As a result, students complete “credit hours” in each course, which eventually add up to the “total credit hours” required for the degree. The multiplicity on this diagram says that each course is part of one degree and that each degree can have many courses.

**Question 8:** Does a degree consist of many courses? (Yes, No, Not enough information in the diagram)

**Question 9:** Can a course be part of many degrees? (Yes, No, Not enough information in the diagram)

### Use Case Diagram

A use case diagram contains three parts:
1. The name of the work system, e.g., “course management system.” A work system is a business function, not a computer system.
2. The use cases. These are shown in ovals and describe activities performed in the work system, such as registering for courses and submitting grades.
3. Actors that participate in use cases. This diagram shows that students and professors both participate in registering for courses, but only professors participate in submitting grades.

**Question 10:** Are students involved in submitting grades? (Yes, No, Not enough information in the diagram)

### State Transition Diagram

Page 6 (2 minutes):

State Transition Diagram
A statechart contains three parts:
1. The name of the object. For example, this diagram shows the states of a student.
2. The states of the object. For example, students can be undergraduates, graduates, or postgraduates. A dark circle is used to show the “starting state.”
3. The events that determine when an object moves from one state to another. For example, students must complete their degrees to become graduates.

**Question 11:** Can a student become a postgraduate without being admitted to the postgraduate program? (Yes, No, Not enough information in the diagram)

4. **ICI Diagram Quiz (20 minutes):**

Shown below are three UML diagrams of a company called IT Contracting Inc (ICI). To test your understanding of UML, please answer the following 18 questions. [All 18 questions used the same answer format: Yes/No/Not sure/There is not enough information to know].

**Page 1: Questions (12 minutes):**

**Use Case Diagram**
1. Do clients interact with ICI? Yes
2. Are jobs matched to services and applicants at ICI? Yes
3. Are interviews scheduled and managed at ICI? Yes
4. Does the Use Case diagram explicitly distinguish between actors who are employees of ICI and other actors? Yes
5. Does ICI appear to deal with investors? Yes

**Class Diagram**
6. Are there more than 10 classes on the class diagram of ICI? Yes
7. Does the Class diagram explicitly distinguish between actors who are external to ICI and other actors? Yes
8. On the Class diagram of ICI, some classes reflect people while other classes reflect records. Is the difference between them that records contain no operations (i.e., they don’t “do” anything by themselves)? Yes
9. Does each record of a client reflect the state of one and only one client? Yes
10. Are contracts at ICI maintained by many managers? Yes
11. Can ICI’s record of clients be updated by one and only one clerk? No
12. Can an applicant record be related to many interview records? Yes
13. Is ICI’s record of client contracts maintained by the manager? Yes

**Statechart**
14. Are there more than 5 states of the statechart? Yes
15. Does the statechart reflect the states of a client? Yes
16. Does the transition from “In Market” to “Prospective” depend on the clerk recording the application? Yes
17. Is there an explicit start-state on the statechart? Yes
18. Does the move from the “on-call” state back to the “prospective” state depend in some way on the client? Yes

**Page 2: Answers (8 minutes):**
The answers to the questions you just answered are shown below. Please review the answers to the questions to test your understanding of the UML diagrams.

**Use Case Diagram**
1. Do clients interact with ICI? Yes
2. Are jobs matched to services and applicants at ICI? Yes
3. Are interviews scheduled and managed at ICI? Yes
4. Does the Use Case diagram explicitly distinguish between actors who are employees of ICI and other actors? No
5. Does ICI appear to deal with investors? No

Class Diagram

6. Are there more than 10 classes on the class diagram of ICI? Yes
7. Does the Class diagram explicitly distinguish between actors who are external to ICI and other actors? Yes
8. On the Class diagram of ICI, some classes reflect people while other classes reflect records. Is the difference between them that records contain no operations (i.e., they don’t “do” anything by themselves)? Yes
9. Does each record of a client reflect the state of one and only one client? Yes
10. Are contracts at ICI maintained by many managers? No
11. Can ICI’s record of clients be updated by one and only one clerk? No
12. Can an applicant record be related to many interview records? Yes
13. Is ICI’s record of client contracts maintained by the manager? Yes

Statechart

14. Are there more than 5 states of the statechart? Yes
15. Does the statechart reflect the states of a client? No
16. Does the transition from “In Market” to “Prospective” depend on the clerk recording the application? Yes
17. Is there an explicit start-state on the statechart? Yes
18. Does the move from the “on-call” state back to the “prospective” state depend in some way on the client? Yes

If you finish this task with time remaining, please continue to review all three UML diagrams shown below.
IT Contracting Inc. (ICI)
Use Case Diagram

ICI

- Receive and update applications
- Receive and update client details and job requests
- Schedule and manage interviews
- Develop and manage job contracts
- Match jobs to services and applicants
- Monitor business performance

Applicant
ICI Clerk
Client
ICI Manager

Higher Quality Decomposition
State Chart for Applicant Reflecting the "status" attribute in the ICI Record of Applicant Class
IT Contracting Inc. (ICI)
Use Case Diagram

ICI

Applicant

ICI Clerk

Client

ICI Manager

Lower Quality Decomposition

Receive and update applications, schedule and manage interviews, develop and manage job requests, monitor business performance, match jobs to services and applicants, receive and update client details and job requests, and develop and manage job contracts.
Burton-Jones & Meso: Decomposition Quality and Forms of Information
5. Example Tasks (5 minutes):

Page 1 (30 seconds):
In a later exercise, you will need to review UML diagrams and answer questions about them. There are two types of questions. On the next two pages, we will show you examples of these types of questions and the types of answers you will need to give.

Page 2 (30 seconds):
Example Comprehension Question:
Question: What is the maximum number of departments that an employee can work for?

Answer: 1 (because the association is 0..1)

Page 3 (4 minutes):
Example Problem-Solving Question:
Question: A professor is especially popular with students writing theses. Why might he/she be so popular? From the information in the model, give as many reasons as you can and explain each of your reasons.

Example Answers
As shown on the figure above, you come up with answers by making inferences based on the information in the diagram combined with your own background knowledge. This is the style of answer that you will need to give in later exercises.

For example, to come up with Answer 1, the person who answered this question looked at two attributes of professors (“research area” and “#publications”) and inferred, based on his/her own knowledge of students, that students might prefer to work for professors who are top researchers. The other answers were created via the same process.
### Answer

1. The professor is a very productive researcher (has many publications)  
   **Explanation:** Students want to work for a leading professor

2. Supervises popular thesis topics, due to:
   - **A.** type of research area  
     **Explanation:** Students like his/her research area
   - **B.** type of courses taught  
     **Explanation:** Students like the topics in his/her courses

3. Is a good reviewer of theses (e.g., makes sure they are good quality)  
   **Explanation:** Students want to write a good quality thesis

4. Will provide students with a thesis topic  
   **Explanation:** Being given a topic by the professor saves time

5. Student likely to get good grade  
   **Explanation:** Students want to get good grades

6. Is a good supervisor of students (e.g., easy to get along with/helpful)  
   **Explanation:** Students want a nice person to supervise them

7. Willing to supervise many students  
   **Explanation:** Students feel more confident in their choice of professor if other students made the same choice

8. Doesn’t teach too many courses (hence, has more time to supervise)  
   **Explanation:** Students want to have access to the professor when needed

### 6. Practice Tasks (10 minutes 15 seconds):

**Page 1 (15 seconds):**
Please click the following link to see three UML diagrams: [URL]

**Additional (clicked) page:** [Available while answering all of the following questions]

#### Class Diagram

```
<table>
<thead>
<tr>
<th>Undergraduate student</th>
<th>Postgraduate student</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>Thesis advisor</td>
</tr>
<tr>
<td>Major</td>
<td>Thesis topic</td>
</tr>
<tr>
<td>Library privileges</td>
<td>Name</td>
</tr>
<tr>
<td>+Borrow book()</td>
<td>+Library code</td>
</tr>
<tr>
<td>+Return book()</td>
<td>+Title</td>
</tr>
<tr>
<td>+Pay fine ()</td>
<td>+Author</td>
</tr>
<tr>
<td>+borrow/return 0..1</td>
<td>+Year</td>
</tr>
<tr>
<td>+borrow/return 0..1</td>
<td>+Edition</td>
</tr>
<tr>
<td>+borrow/return 0..1</td>
<td>+Topic</td>
</tr>
<tr>
<td></td>
<td>+part of</td>
</tr>
<tr>
<td></td>
<td>+Research Journals</td>
</tr>
<tr>
<td></td>
<td>+Title</td>
</tr>
<tr>
<td></td>
<td>+Volume</td>
</tr>
<tr>
<td></td>
<td>+Issue</td>
</tr>
<tr>
<td></td>
<td>+Library name</td>
</tr>
<tr>
<td></td>
<td>+Publisher</td>
</tr>
<tr>
<td></td>
<td>+Volume</td>
</tr>
<tr>
<td></td>
<td>+Issue</td>
</tr>
<tr>
<td></td>
<td>+Library name</td>
</tr>
<tr>
<td></td>
<td>+Publisher</td>
</tr>
<tr>
<td></td>
<td>+Volume</td>
</tr>
<tr>
<td></td>
<td>+Issue</td>
</tr>
<tr>
<td></td>
<td>+Library name</td>
</tr>
<tr>
<td></td>
<td>+Publisher</td>
</tr>
<tr>
<td></td>
<td>+Volume</td>
</tr>
<tr>
<td></td>
<td>+Issue</td>
</tr>
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```
Use Case Diagram

State Transition Diagram

Page 2 (4 minutes):
Comprehension questions:
1. Do borrowers and clerks both deal with fines? (Yes, No, Not enough information in the diagram)
2. Must a book be on the shelf before it is borrowed? (Yes, No, Not enough information in the diagram)
3. Can an undergraduate student borrow a research journal? (Yes, No, Not enough information in the diagram)
4. Can postgraduates borrow more than 4 journals at a time? (Yes, No, Not enough information in the diagram)
5. Are clerks involved in sourcing new books? (Yes, No, Not enough information in the diagram)
6. Is there an explicit time limit on returning books? (Yes, No, Not enough information in the diagram)

Page 3 (1 minute):
The answers to the comprehension questions are shown below:
1. Do borrowers and clerks both deal with fines? Yes
2. Must a book be on the shelf before it is borrowed? Yes
3. Can an undergraduate student borrow a research journal? No
4. Can postgraduates borrow more than 4 journals at a time? Not enough information in the diagram
5. Are clerks involved in sourcing new books? No
6. Is there an explicit time limit on returning books? No

Page 4 (4 minutes):
Problem-solving questions
1. Undergraduate students at the university have complained that they are not able to borrow all the materials they need for their work. From the information in the models, list up to three reasons why this might be the case.
2. The librarian wants to find a way to improve the number of books available to students. From the information in the models, list up to two ways the librarian might consider doing this.

Page 5 (1 minute):
Some possible answers to the problem-solving questions are shown below.
1. Undergraduate students at the university have complained that they are not able to borrow all the materials they need for their work. From the information in the models, list up to three reasons why this might be the case.

Undergraduate students might need to borrow journals, but cannot do so.
Students might not have been returning books on time, hence are not available when needed.
The number of books in the collections may be too small for some or all of the student majors.

2. The librarian wants to find a way to improve the number of books available to students. From the information in the models, list up to two ways the librarian might consider doing this.

Students could be involved in sourcing books, e.g., by suggesting topics/books they need.
The librarian could use the number of students in each major to determine the number of books to keep in each collection.

7a. Narrative & Quiz (25 minutes) [For the multiple forms of information group]:

This page contains two sets of questions:
1. For the first set of questions, please answer them based on your own prior knowledge. If you don’t know the answers, please select “don’t know.”
2. For the second set of questions, please read the narrative that follows the questions to obtain the answers.

If you finish all questions within the time allowed, please continue to read the narrative carefully.

Questions about IS development
1. What was the main motivation behind the development of the software development life-cycle:
   a. Recognition that information systems have social as well as productivity effects
   b. Time and cost overruns in systems development
   c. Not understanding user requirements
   d. User resistance to systems development
   e. Don’t know.

2. Users are aggressively resisting the implementation of a new system. In response, the company asks several users to join the project team so that their concerns can be addressed in the implementation process. Which of the following approaches is the organization most likely using:
   a. Systems development lifecycle
   b. Political approach
   c. Socio-technical design
   d. Soft systems
   e. Don’t know.

3. In a prototype methodology, developers build prototypes to help users understand their requirements. This is most likely an extension of the following approach:
   a. Soft systems
   b. Systems development lifecycle
   c. Political approach
   d. Not clear (could be more than one approach)
   e. Don’t know.

4. An organization has decided to cut costs. Employees need to work long hours and the company has reduced spending on IT systems. The systems are very effective but users find that they are dull and frustrating to use. The organization is least likely to be using the following approach:
   a. Political approach
   b. Systems development lifecycle
   c. Soft systems
   d. Socio-technical design
   e. Don’t know.
5. When would the political approach be most applicable:
   a. When the new system would dramatically alter the power structure in the organizations
   b. When the system is being implemented in government
   c. When a detailed project management plan is not feasible
   d. When workers have very low morale
   e. Don’t know.

6. What is a central concern in the software development life-cycle methodology:
   a. Agility
   b. Project management
   c. Ethics
   d. Quality of life
   e. Don’t know.

7. What type of organizations are most likely to adopt socio-technical design principles:
   a. Start-up businesses
   b. Large bureaucracies
   c. Organizations with a sole mission of maximizing profits
   d. Organizations that want their employees to have a good work-life balance
   e. Don’t know.

8. If the soft-systems approach and socio-technical approach were combined, an example activity that
   might occur during systems development is:
   a. Meetings with users and designers to understand users’ work-life balance issues
   b. Meetings with managers to convince them of the importance of the project
   c. Meeting with users to convince them of the importance of the project
   d. Designing a detailed project management plan
   e. Don’t know.

9. Which of the following approaches to systems development are feasible in practice:
   a. The systems development life-cycle approach
   b. The systems development life-cycle combined with the socio-technical approach
   c. The systems development life-cycle combined with the political approach
   d. Any of the above (a, b, or c)
   e. Don’t know.

10. When would the socio-technical approach be most applicable:
    a. When management want to improve the business as well as employees’ quality of life
    b. When a detailed project management plan is feasible
    c. When the system is being implemented in charity
    d. When workers have very high morale
    e. Don’t know.

11. What type of educational background would be most suitable for socio-technical designers:
    a. Political science and psychology
    b. Political science only
    c. Business, computer science, and psychology
    d. Computer science and business
    e. Don’t know.

Questions about ICI
1. How does ICI make money?
   a. Selling computer equipment
   b. Receiving sales commissions
   c. Obtaining payments for contract work
   d. Performing IT services over the web
   e. Don’t know.
2. When do applicants become employees at ICI?
   a. When ICI determines that the applicant has in-demand skills
   b. When a client requests an applicant and the manager activates the contract
   c. When the applicant performs well in the sample interview
   d. When the client employs the applicant
   e. Don’t know.

3. How are contracts developed at ICI?
   a. Two contracts are created – one for the applicant and one for the client
   b. Applicants are contacted directly to the client
   c. ICI does not develop any contracts
   d. Applicants have one contract and it is updated for each job that they do
   e. Don’t know.

4. How does ICI interview applicants for jobs?
   a. The client first interviews the applicant. The applicant then interviews with ICI.
   b. Applicants first perform a sample interview. Those who do well have a client interview.
   c. The clerk interviews applicants and then contracts with the applicant and the client.
   d. ICI doesn’t use interviews.
   e. Don’t know.

5. How does ICI keep track of changes in its market?
   a. By conversing with managers at other similar firms in its industry
   b. By conducting web-based research on trends in the market
   c. By obtaining estimates of the applicant and client market
   d. All of the above
   e. Don’t know.

6. How are applicants matched to jobs?
   a. Clients choose applicants from a list available to them
   b. Applicants choose jobs from a list available to them
   c. The manager matches applicants to jobs based on their skills and availability
   d. ICI clerks match applicants to jobs on a first-come first-served basis
   e. Don’t know.

7. How do clients request jobs?
   a. ICI clerks contact clients on a daily basis to obtain new job requests
   b. Client companies send job requests to ICI by phone/mail
   c. The manager contacts clients each month to obtain their latest job requests
   d. Clients send their requests directly to applicants
   e. Don’t know.

8. What is the relationship between services and jobs at ICI?
   a. Services are pre-defined types of work that ICI can perform. Jobs are the work that clients need done (which may involve no pre-defined services or several of them).
   b. Services are jobs performed for clients
   c. Services are jobs performed internally at ICI
   d. The distinction between jobs and services is based on the length of difficulty and duration of the required work. Longer, more difficult jobs are called “services.”
   e. Don’t know.

9. What does the manager focus on to increase business performance?
   a. Improving clerk motivation via salary adjustments
   b. Improving the matching process, applicant performance, and client satisfaction
   c. Increasing the number of meetings with clients to understand their requirements
   d. Increasing the size of the applicant market
   e. Don’t know.
10. What will the manager likely do if there have been many unfulfilled job requests:
   a. Meet with clients to understand their needs
   b. Meet with clerks to improve the matching process
   c. **Change the charge out rate for services and improve advertising**
   d. Change the contracting approach so that it is more efficient
   e. Don’t know.

11. How does ICI attract applicants?
   a. ICI uses advertising to attract applicants who have skills required for in-demand services
   b. ICI relies on word-of-mouth advertising between applicants
   c. ICI relies on clients locating good applicants that can serve their needs
   d. ICI relies on on-line recruitment websites to attract potential applicants
   e. Don’t know.

NB: If you finish these questions and have time remaining, please continue to read the narrative.

**Narrative:**

IT Contracting Inc (ICI) is a rapidly expanding business that contracts IT personnel to organizations in Houston (TX). ICI receives about 10 new applications each week from prospective contractors. Each application includes the applicant’s resume, which outlines his/her skills. ICI clerks record all the details of new applicants. ICI currently has 300 applicants on file and the clerk updates them every six months for changes to applicants’ skills and level of certification.

ICI clerks are responsible for recording the status of applicants and jobs. Clerks record applicants’ status as Prospective when they receive their applications. If the manager matches them to a job, they are moved to the On Call state. If they perform to a high quality in the sample interview, the manager updates the interview record accordingly and they are moved to a Pre-Selected state. If a client notifies ICI that they want the applicant, the manager updates the interview record accordingly and the applicant is moved to the Selected state. Once the contracts have been signed, the manager updates the contract records to indicate that the contract is active. At this point, the applicant becomes Contracted. The applicant remains in this state until the contract is complete and the manager updates the contract record to indicate that the contract has ended.

Client companies send their job requests to ICI by phone or mail. For each job request, the details of the job are recorded, including the date requested, duration, and level of difficulty. Clerks make updates to client details and job request details when required (e.g., to update whether the job has been fulfilled and to indicate the client’s satisfaction with a job once completed).

Client requests may relate to one or more services offered by ICI. Services are pre-defined types of work that ICI can perform (e.g., in operating systems, systems analysis, or systems design). New services are added by ICI’s manager. For each service, the manager keeps a record of its level of demand, charge-out rate per hour, and the number of advertisements paid for in that month. The level of demand for each service is determined by counting the number of requests for related jobs received in the last month.

Once a day, ICI’s manager matches clients’ requests to ICI’s list of services based on the availability of applicants with relevant skills. The manager reviews the matches and based on her knowledge of applicants’ skills and past performance, she selects applicants for potential interviews. Two rounds of interviews are required. To ensure the client meets quality applicants, the manager first prepares a sample interview. Applicants who perform to the highest quality in the sample interview are asked to remain “on call” until the client interview is scheduled. After the client interview, the client notifies ICI of the result (accept/reject).

Once an applicant has been requested by a client, the manager draws up two sets of contracts. A contract between ICI and the client is developed. Client contracts describe the total charge the client will pay for the work and any discounts that apply (e.g., because multiple contractors are

---
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placed on the contract or because the contractors are engaged for a long period). A contract is also developed between ICI and the Applicant to stipulate the applicant’s salary and union representative when working on the job. The applicant is an employee of ICI for the duration of the contract. For each new contract, the manager records the start and end dates. Applicants and clients are under contract from the contracts’ start dates.

To improve its ability to match applicants and jobs, ICI keeps information on the level of demand for each service it offers and whether it has applicants with the required skills. On a monthly basis, the manager monitors the demand for each service. She also examines whether there were any instances where three or more client requests were not fulfilled because of unavailability of skilled applicants. The manager uses this information to consider adjusting services, e.g., changing the hourly charge-out rate for services that are in demand or advertising for skills that ICI requires in greater number.

The number of unfulfilled requests in a month is one of ICI’s key performance indicators. The manager also reviews two other key performance indicators: applicant performance and client satisfaction. Applicants’ performance is rated for each job and their average performance is reviewed at the end of the month. Likewise, clients’ satisfaction is reviewed at the end of each job and their average satisfaction is reviewed at the end of the month.

Like all businesses, ICI must continue to survive and improve in a changing environment. To help it do this, ICI obtains market estimates regarding its potential clients (e.g., the potential number of clients and the potential number of jobs) and applicants (e.g., the potential number of applicants and average level of skills). The manager uses this information to assess its share of the contracting market in Houston and to adjust its business practices (e.g., charge-out rates, matching procedures, and contract discounts) to meet the opportunities and constraints in the market.

7b. Narrative & Quiz (25 Minutes) [For the single form of information group]:

This page contains two sets of questions:
1. For the first set of questions, please answer them based on your own prior knowledge. If you don’t know the answers, please select “don’t know.”
2. For the second set of questions, please read the narrative that follows the questions to obtain the answers.

If you finish all questions within the time allowed, please continue to read the narrative carefully.

Questions about ICI
For this section, we used the same questions and answers as used for the multiple forms of information group (above). The only difference was that students did not have access to the narrative.

Questions about IS development
For this section, we used the same questions and answers as used for the multiple forms of information group (above). The only difference was that students had access to the narrative below.

Narrative:
Systems Development Life-Cycle Approach

Traditionally, systems development personnel have thought about the systems development process in terms of a lifecycle comprising various major phases. The life-cycle approach arose from early efforts to apply project management techniques to the systems development process. Historically, major systems were characterized by massive cost overruns, inadequate economic evaluations, inadequate system design, management abdication, poor communications, inadequate direction, and so on. The life-cycle approach was developed to help overcome some of these problems. By clearly defining tasks in terms of the life cycle, project management techniques can be applied. To develop high-quality systems, each phase of the life cycle should be planned and controlled, comply with developed standards, be adequately documented, be staffed by competent personnel, have project checkpoints and signoffs, and so on.
There are many forms of the systems development life cycle. A typical version comprises the following eight phases: feasibility study, information analysis, system design, program development, procedures and forms development, acceptance testing, conversion, and operation and maintenance. The life-cycle approach does not imply that all these phases must be carried out serially. Some can proceed concurrently. Moreover, some phases might require several iterations. The general notion, however, is that phases “cascade” into new phases—hence, the life-cycle approach is sometimes called the “waterfall model” of systems development.

Sociotechnical Design Approach
After substantial experience with the life-cycle approach to systems development, researchers and practitioners recognized that it was not a panacea for the problems encountered during the design and implementation of information systems. In particular, severe behavioral problems sometimes arose when the life-cycle approach was used. Users might show apathy or outright resistance to a proposed system, or they might even attempt to sabotage the system.

In the mid-late 1970’s, a new approach emerged that focused on these behavioral problems. This approach, called the sociotechnical design approach, seeks to optimize two systems jointly: (a) the technical system, in which the objective is to maximize task accomplishment; and (b) the social system, in which the objective is to maximize the quality of working life of system users.

Like the life-cycle approach, the sociotechnical design approach has several major phases: diagnosis and entry, management of the change process, system design, adjustment of coordinating mechanisms, and implementation. Note that these phases do not negate the importance of the traditional life-cycle model. Project management techniques and a systematic approach to design are still critical. The sociotechnical design approach, however, forced designers to take a broader and richer view of the development process.

Political Approach
Early versions of sociotechnical design emphasized the importance of involving users in systems development to produce high-quality design of the social system and to reduce behavioral problems that arise during implementation. As experience with the approach was gained, it became clear that user involvement might be problematical. In some cases, users employed their opportunities to be involved with systems development to undermine progress.

In the late 1970s and early 1980s, the political approach to systems development emerged to try to explain why user involvement was not always an appropriate strategy. It identified the need for designers to take into account the ways in which information systems could change the distribution of power within organizations.

When the political approach to systems development is adopted, a critical task is to study the history of the organization. The designer can then evaluate whether the desired system will necessitate changes to the existing power structure. If the proposed system will leave the power structure intact, user participation in the design process is important. If the system will change the power structure, user participation must be replaced with negotiation between designers and users where compromise is an accepted outcome. Designers must seek out resistance early, build personal rapport, co-opt users from the start, and attempt face-to-face negotiations.

Soft-Systems Approach
An important tenet underlying traditional approaches to systems development is that users understood and could articulate their systems requirements. Indeed, users were often denigrated by information systems professionals if they could not communicate their needs.

In the mid to late 1970s, however, researchers in the UK developed an approach that was designed to assist decision makers to understand ill-structured problems. They called their approach “soft systems methodology” (SSM).
SSM involves seven steps: (1) recognize the problem situation; (2) express the problem situation; (3) produce “root definitions” of relevant systems; (4) develop conceptual models of relevant systems; (5) compare conceptual models with the perceived problem situation, (6) identify desirable and feasible changes, (7) take action to improve the situation.

SSM initially was not developed to address systems development needs. Rather, its focus was ill-structured problems in general. In the early 1980’s, however, some of its proponents recognized that it could assist users to articulate their information system requirements in situations in which substantial uncertainty surrounded the system to be developed. Accordingly, they adapted existing information systems development approaches to incorporate SSM procedures. These efforts were perhaps the first to recognize formally that uncertainty was an intrinsic part of many information systems development situations and that developers and users needed tools to help resolve the problems that arose when uncertainty existed.


8. Dependent measures (35 minutes, 20 seconds)

Page 1 (2 minutes):

In this section, you will be asked questions about IT Contracting Inc (ICI). When the time expires for each question, the system will save your work and move you on to the next question.

- Please click on the following URL to see three UML diagrams of ICI: zzz.html.
  - This link was available for all students, linking to different diagrams depending on the group.
- Please click on the following URL to see the narrative of ICI: zzz.html.
  - This link was only available for students in the multiple forms of information group.

In two minutes, you will start receiving questions about ICI. If you have time before the questions begin, please familiarize yourself with ICI’s business based on the information you have received.

[Although the comprehension questions are shown first below, students received questions in either order (comprehension questions first or problem-solving questions first) via random assignment.]

Page 2 (7 minutes):

Please answer the following questions about ICI based on the information you have received about ICI’s business:

**Comprehension questions (with answers highlighted):**

**Questions addressing violations in losslessness:**
1. Is the # potential clients in the market an important attribute at ICI? (Yes/No/Not sure/There is not enough information to know)
2. Is clients’ average level of satisfaction with jobs an important attribute at ICI? (Yes/No/Not sure/There is not enough information to know)

**Questions addressing violations in minimality:**
3. Is “insurance number” a relevant attribute of ICI’s clerks? (Yes/No/Not sure/There is not enough information to know)
4. Is “# children” a relevant attribute of the manager at ICI? (Yes/No/Not sure/There is not enough information to know)

**Questions addressing violations in determinism:**
5. Does an applicant’s move from the “On Call” state back to the “Prospective” state depend on what has happened to a job? (Yes/No/Not sure/There is not enough information to know)
6. Is the event that leads an applicant from “On Call” to “Pre-selected” the same as the event that leads an applicant from “Pre-selected” to “Selected”? (Yes/No/Not sure/There is not enough information to know)

**Questions addressing violations in cohesion:**
7. Does the manager have several roles at ICI (where a role involves several duties)? (Yes/No/Not sure/There is not enough information to know)

8. Does any activity in ICI’s business require the involvement of all four parties (applicant, clerk, client, and manager)? (Yes/No/Not sure/There is not enough information to know)

Questions addressing violations in coupling:
9. Is the manager involved in updating applications? (Yes/No/Not sure/There is not enough information to know)

10. Does the manager explicitly request ICI clerks to code applications? (Yes/No/Not sure/There is not enough information to know)

Page 3 (0.5 minutes):

To answer the previous 10 comprehension questions:
- to what extent did you rely on the information in the diagrams?
- to what extent did you rely on the information in the narrative?

Both questions used a 5-point Likert scale from “Not at all” to “A great extent.”

Page 4 (3 min, 30 seconds):

Problem-Solving Question 1 (with suggested answers):

1. ICI is concerned that the manager has too many duties. To address this issue, ICI wants to create a new “coordinator” role. The coordinator would be more junior than the manager but more senior than the clerk. Based on your understanding of ICI’s business, list up to five duties that you think could be delegated from the manager to the coordinator and explain why it would be useful to do so.

<table>
<thead>
<tr>
<th>Duties delegated from manager to coordinator</th>
<th>Why useful to do so?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adding new services</td>
<td>Decision to add is a managerial task, but adding it is an administrative task.</td>
</tr>
<tr>
<td>Calculating the demand for each service</td>
<td>Administrative, fairly easy to automate</td>
</tr>
<tr>
<td>Matching job requests to services and applicants</td>
<td>Simple task, fairly easy to automate</td>
</tr>
<tr>
<td>Administering/scheduling the interviews</td>
<td>Simple task, much of it could be automated</td>
</tr>
<tr>
<td>Updating interview records</td>
<td>Clerical task, it could be delegated entirely</td>
</tr>
<tr>
<td>Drawing up the contracts</td>
<td>Administrative task, much of it could be delegated</td>
</tr>
<tr>
<td>Collecting information (e.g., % fulfillment of job requests or market estimates) for the manager to assess</td>
<td>Administrative task, manager should focus on analysis rather than information gathering</td>
</tr>
<tr>
<td>Other if reasonable (1 or ½ point per answer)</td>
<td></td>
</tr>
</tbody>
</table>

Page 5 (3 min, 30 seconds):

Problem-Solving Question 2 (with suggested answers):

2. ICI’s manager is increasingly concerned about ICI’s business performance. What trends might she be concerned about? Based on your understanding of ICI’s business, list up to six trends and explain why each trend would be important.
Problem-Solving Question 3 (with suggested answers):

3. ICI has a number of applicants with skills in high demand but who are not yet contracted with a client. Based on your understanding of ICI’s business, list up to six possible causes for this and explain how each might have led to this situation.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>They did poorly in the sample interview</td>
<td>Therefore don’t get hired</td>
</tr>
<tr>
<td>They get bad results in the client interview</td>
<td>Therefore don’t get hired</td>
</tr>
<tr>
<td>Jobs are being cancelled by clients</td>
<td>They may be demanded but just don’t get contracted/signed</td>
</tr>
<tr>
<td>Certification is too low</td>
<td>Therefore not good enough</td>
</tr>
<tr>
<td>Low performance rating</td>
<td>Therefore not good enough</td>
</tr>
<tr>
<td>The manager is not matching job requests well</td>
<td>They are good enough but the manager is not</td>
</tr>
<tr>
<td>The contract terms were not acceptable</td>
<td>The applicants or clients were not willing to be contracted</td>
</tr>
<tr>
<td>Other if reasonable (1 or ½ point per answer)</td>
<td></td>
</tr>
</tbody>
</table>

Problem-Solving Question 4 (with suggested answers):

4. Although ICI’s manager has spent time trying to improve ICI’s business, she has not managed to improve it as much as she had desired. Based on your understanding of ICI’s business, list up to five ways in which ICI’s business may not be as good as the manager desired.

<table>
<thead>
<tr>
<th>Aspect of business at ICI</th>
<th>Why important</th>
</tr>
</thead>
<tbody>
<tr>
<td>Applicant performance is not as good as desired</td>
<td>Won’t be able to satisfy clients’ needs</td>
</tr>
<tr>
<td>Client satisfaction is not as good as desired</td>
<td>Clients less likely to hire ICI again</td>
</tr>
</tbody>
</table>
Fulfillment of job requests is not as good as desired | Clients less likely to hire ICI again
Demand for services is not as good as desired | Revenue stream is uncertain
Market share is not as good as desired | Revenue stream is uncertain
Other if reasonable (1 or ½ point per answer) | Less revenue, therefore less chance for profits

**Problem-Solving Question 5 (with suggested answers):**

ICI has increasingly been unable to fulfill client requests. Based on your understanding of ICI’s business, list up to seven reasons why this could be occurring and explain the basis for your answer.

<table>
<thead>
<tr>
<th>Reason</th>
<th>Basis for answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Applicants have too low performance</td>
<td>Not getting hired</td>
</tr>
<tr>
<td>Applicants have too low certification</td>
<td>Not getting hired</td>
</tr>
<tr>
<td>Applicants have too few skills</td>
<td>Not getting hired</td>
</tr>
<tr>
<td>Too few applicants</td>
<td>Can’t meet demand</td>
</tr>
<tr>
<td>Interviews too poor quality</td>
<td>Client not impressed</td>
</tr>
<tr>
<td>Have not tracked changes in in-demand services</td>
<td>No longer have services that clients want</td>
</tr>
<tr>
<td>Job requests are for too long or too high difficulty</td>
<td>Unable to provide service</td>
</tr>
<tr>
<td>Too few clerks to manage the volume of requests per mth</td>
<td>Unable to manage the fulfillment process well</td>
</tr>
<tr>
<td>Manager not monitoring unfulfilled requests per mth</td>
<td>Poor monitoring led to slippage in providing services</td>
</tr>
<tr>
<td>The client market has increased in size</td>
<td>There are now more requests to deal with</td>
</tr>
<tr>
<td>Each client has been submitting more requests</td>
<td>There are now more requests to deal with</td>
</tr>
<tr>
<td>Other if reasonable (1 point or ½ point per answer)</td>
<td></td>
</tr>
</tbody>
</table>

**Problem-Solving Question 6 (with suggested answers):**

ICI has been receiving a declining number of client requests over the past year. Based on your understanding of ICI’s business, give up to four likely reasons why and explain your answer for each.

<table>
<thead>
<tr>
<th>Reason</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clients are not satisfied</td>
<td>Clients no longer want to put in requests</td>
</tr>
<tr>
<td>Employee performance has been low leading to lower satisfaction</td>
<td>Clients no longer want to put in requests</td>
</tr>
<tr>
<td>Not meeting in-demand services</td>
<td>Services no longer relevant to clients</td>
</tr>
<tr>
<td>Services no longer meet client requirements, e.g. duration/difficulty</td>
<td>Services no longer relevant to clients</td>
</tr>
<tr>
<td>There have been charging/discount problems</td>
<td>Clients are put off by changed financials</td>
</tr>
<tr>
<td>There have been too many/too frequent unfulfilled requests</td>
<td>Clients moved to a more reliable company</td>
</tr>
<tr>
<td>The contracting/interviewing process has been managed inefficiently</td>
<td>Clients moved to a faster company</td>
</tr>
</tbody>
</table>
Problem-Solving Question 7 (with suggested answers):

7. Although the sample interview went well, you notice two weeks later that the applicant has not been contracted with the client. Based on your understanding of ICI’s business, list up to four reasons why this could be possible and explain the basis for each answer.

<table>
<thead>
<tr>
<th>Reason</th>
<th>Basis for answer.</th>
</tr>
</thead>
<tbody>
<tr>
<td>The job is cancelled</td>
<td>There is no job left</td>
</tr>
<tr>
<td>The client interview result is negative</td>
<td>The interview didn’t meet the client’s requirements</td>
</tr>
<tr>
<td>There were problems in developing the contract terms (e.g., salary, discount, charges, end dates)</td>
<td>A complete contract does not get developed</td>
</tr>
<tr>
<td>The contract start date has not been reached</td>
<td>The applicant is not yet contracted</td>
</tr>
<tr>
<td>Other if reasonable (1 point or ½ point per answer)</td>
<td></td>
</tr>
</tbody>
</table>

Page 11 (0.5 minutes):

To answer the previous 7 problem-solving questions:
- to what extent did you rely on the information in the diagrams?
- to what extent did you rely on the information in the narrative?

Both questions used a 5-point Likert scale from “Not at all” to “A great extent.”

Page 12 (50 seconds):

Overall, based on your experience in this exercise:

**Ease of Understanding ICI Diagrams**

- to what extent did you find the three diagrams of ICI to be complex?
- to what extent did you find the three diagrams of ICI to be difficult to understand?

**Ease of Understanding ICI’s Business**

- to what extent did you find ICI’s business to be complex?
- to what extent did you find ICI’s business to be difficult to understand?

All of these questions used a 5-point Likert scale from “Not at all” to “A great extent.”

*End of Experimental Materials*
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