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Abstract 

Research on artificial intelligence technology has not only increased rapidly over recent years, it is also 

no longer limited to the technical disciplines from which it originates. AI technologies are also at the 

center of social and sociotechnical studies including those conducted in information systems. Through 

a scoping review we explore how the research on different kinds of AI technologies has progressed over 

the past decade. Particularly, we explore whether the research on AI technologies has been informed 

by and informs our sociotechnical understanding of phenomena related to their design, development 

and implementation. For this purpose, we develop an analytical framework that differentiates 

sociotechnical perspectives, categorizes AI technologies into different kinds, and distinguishes research 

on AI technology design, development, and implementation. The findings from our review point to 

several directions for future research. 

 

Keywords: Artificial Intelligence, Sociotechnical Perspective, Scoping Review. 

 

1 Introduction 

Artificial intelligence (AI) technologies, that is, digitally-embodied or -enabled agents that are able to 

perceive environmental data and perform actions based on these perceptions (Russell and Norvig, 2010), 

have permeated many areas of the human experience. In business alone, AI technologies have 

progressed from deterministic rule-based expert systems (Gill, 1995) to probabilistic decision-support 

systems (Pearl, 1988) and predictive models (Fu et al., 2021) that are now widely used in a variety of 

contexts, such as targeted advertising (Davenport et al., 2020), customer service (Schanke et al., 2021), 

robotic health care (Terry, 2019), algorithmic management (Möhlmann et al., 2021), operations and 

logistics (Tsolakis et al., 2022), or product development (Recker et al., 2023). By some estimates, more 

than half of businesses were implementing some form of AI technologies in 2020 (Balakrishnan et al., 

2020). 

With the increasing rate of development and diffusion, also research on AI technologies has grown 

rapidly, examining the advantages but also the critical sides of AI technology design and use. Because 

AI technologies are at least partially autonomous, learning, and inscrutable made-made objects (Berente 

et al. 2021), much research has focused on the technological challenges and advances in developing 

“machines who think” (McCorduck, 2004). But social consequences, especially unintended outcomes, 

such as discrimination, unfairness or otherwise unethical decision-making or behavior, have also been 

receiving increased attention because they denote potential threats that society and organizations must 

consider when incorporating AI technologies into regular practices (Taddeo and Floridi, 2018). For 

example, it is widely suggested that humans must stay “in the loop” when businesses implement or use 

AI technologies (Metcalf et al., 2019; Fügener et al., 2021; Murray et al., 2021; Raisch and Krakowski, 
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2021). Researchers also increasingly argue that human actors, such as developers and managers in 

charge of development, must be more aware and fully responsible already for the design, development 

and implementation of AI technologies to mitigate if not prevent already beforehand any unintended 

consequences of AI technologies during use (Taddeo and Floridi, 2018; Martin, 2019; Abbasi et al., 

2018). 

Maintaining an overview over the advancement of knowledge on the design, development and 

implementation of AI technologies across technical and social dimensions is difficult because research 

on AI has long ceased to be limited to computer science (McCorduck, 2004; Berente et al., 2021). Other 

fields such as neuroscience, psychology, sociology, philosophy, economics, and information systems 

have become interested in the phenomena that surround AI technologies, in particular their design, 

development and implementation, contributing different valuable knowledge with their different 

perspectives, methods and approaches (Russell and Norvig, 2010). But to date, the different 

contributions remain mostly separated, leading to a fragmented and scattered picture of relevant 

phenomena and issues (Sloane, 2022). 

The time is ripe, therefore, to review the scope and nature of the current body of literature on AI 

technology design, development, and implementation to understand which knowledge contributions 

have been made, where, and how. Our goal is to provide a coherent summary of the different types of 

knowledge contributions that have been made about design, development and implementation of AI 

technologies as essential prerequisites for their deployment and use, and to understand which different 

types of AI technologies have received attention and from what perspective. This is important because 

such an overview paves the way for future research by highlighting the blind spots and inconsistencies 

as well as fruitful points of reference within current research. In doing so, we have three foci:  

1. To cluster the literature on AI technology design, development and implementation along a 

continuum of sociotechnical perspectives from predominantly social to predominantly technical 

(Sarker et al., 2019). We chose this perspective because not only the processes of designing, 

developing and implementing are sociotechnical in nature but also the AI technology as the outcome 

of this processes is both a technological artefact and developed for use in social settings (Crowley, 

2019). A sociotechnical perspective draws attention to both technical issues, such as performance 

or functionality, and social issues, such as bias or fairness (Sartori and Theodorou, 2022). 

2. To distinguish the types of AI technologies in focus of the research conducted so far, in order to 

reflect about how this may influence what we actually know about this type of digital technology, 

its design, development and implementation. To that end, we will use the distinctions offered by 

Russell and Norvig (2010) to differentiate AI technologies that agents that can think or act humanly 

or rationally. 

3. To examine which dimension of the technology lifecycle – from “design”, to “development” and 

“implementation” has received most attention in the literature. 

Our review leads to several key findings: first, conceptual research still dominates empirical research 

on AI technologies. Second, most sociotechnical research does not balance emphasis on both social and 

technical elements that relate to AI technologies, rather, research either on the social or the technical 

aspects of AI technologies dominates. Third, most research to date focuses on AI technologies as agents 

that act humanly or think rationally. Less is known about how AI technologies could be designed, 

developed, and implemented that follow rational rather than human agency goals. 

We proceed as follows: Section 2 provides a theoretical background, introducing the key concepts that 

serve us as basis for our scoping review. Section 3 explains the literature review strategy we followed. 

Section 4 presents our main findings. We discuss our contributions in section 5 and close with some 

conclusions in section 6.    
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2 Background 

In the following, we provide an overview of three concepts our review is based on. These concepts serve 

us as analytical lens on the current body of knowledge within research on AI.  

2.1 Artificial Intelligence Technologies as Agents that Can Think or Act 

For the purpose of our research we follow Russell and Norvig (2010) and define AI technologies as 

man-made digital agents that perceive and act upon environmental data. We chose this definition 

because their work is considered the seminal authoritative reference on artificial intelligence and the one 

most widely used in university courses.  

The definition highlights two key points. First, AI technologies have some level of independent agency 

(Leonardi, 2011) – they can autonomously perceive and in case also act based on some intelligent 

decision-making schema (Russell, 2019). Second, their intelligence is either concerned with thought 

processes in contrast to the behavior of intelligent entities that might either emulate human performance, 

or an ideal idea of intelligence, referred to as rationality.  

On this basis, Russell and Norvig (2010) distinguish four basic kinds of AI technologies: First, AI 

technologies are defined as agents that think humanly. This perspective pertains to the construction of 

technological systems through cognitive modelling approaches that seek to build human reasoning into 

a program in order to design machines that are able to make decisions, solve problems or learn just like 

humans do. 

Second, AI technologies are understood as agents that act humanly. This perspective refers to the 

construction of technological systems that are able to achieve a human-like performance in various 

cognitive functions, such as communication through natural language processing, storing information 

through knowledge representation, using this information to draw conclusions through automated 

reasoning, or detecting patterns in data through machine learning.  

Third, AI technologies are described as agents that think rationally. This perspective refers to the 

development of technological systems based on formal logic that can state problems and knowledge in 

formal terms and process these through a computational model to find a solution for a given problem 

that fits to stated goal functions.  

Fourth, AI technologies are defined as agents that act rationally. This perspective refers to the 

development of technological systems that are able to fully automate intelligent behavior through 

computational processes and thus are capable of achieving their goals in the context of their beliefs in 

form of correct inferences. 

These four perspectives will serve us as an analytical lens in order to examine, which understanding of 

AI technologies is represented or missing within the current literature and how this might influence what 

we actually know about this type of technology. 

2.2 Technology Lifecycle Stages 

Digital information and communication technologies are man-made and undergo different lifecycle 

stages, namely their design and development, their implementation, e.g. into organizational structures, 

their deliberate or unintended use in different contexts, as well as the impacts (both negative and 

positive) that they pose for society, organizations or individuals (Sarker et al. 2019). 

Our understanding is specifically on the stages design, development, and implementation, because these 

are essential prerequisites for the actual use of a technology and any impacts use may result in. We use 

a simple definition of these three stages based on widely accepted textbooks on systems analysis and 

design (Kendall & Kendall, 2014): With “design” we mean the processes and outcomes of technology 

analysis and design, including phases such as situational analysis (problems, opportunities, objectives), 

feasibility analysis, requirements collection, capture, and analysis. With “development” we mean the 

processes and outcomes of defining, testing, coding and preparing the implementation of a new 

technology. Referring to AI technologies, this stage also includes training and testing the AI model as 
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well as the respective data preparation and modeling (Chen et al., 2019). With “implementation” we 

mean the processes and outcomes of introducing a new technology to the organization, including phases 

such as user training, documentation, system integration, and data transfer. 

2.3 The Continuum of Sociotechnical Perspectives 

Already the basic definition of AI technologies as agents that think or act rationally or humanly shows 

that the phenomenon itself combines both social aspects (agents that think or act like humans would) 

and technical aspects (the agents as technology objects that can think or act rationally). Likewise, as 

research on AI technology has blossomed across disciplines (Perrault et al., 2019), researchers from 

different fields have at times focused on the technology whilst blackboxing social aspects such as the 

human and organizational side or vice versa (Berente et al., 2021). 

To differentiate these perspectives, we use the schema developed by Sarker et al. (2019) that defines six 

different viewpoints that sociotechnical research can incorporate:  

 

Type Name Description 

I Predominantly 

social 

Either the investigation only focuses on the social component, and does not 

directly address technical component or the investigation mostly focuses on 

the social component, and the technical component is addressed in an 

indirect or contextual way. 

II Social imperative 

on the technical 

Technology as a predominant outcome of social structures or processes. 

III Social and technical 

as additive 

antecedents to 

outcomes 

Both social component and technical component are antecedents to certain 

outcomes; however, there is generally no evidence of any interaction 

between the components themselves while producing these outcomes. 

IV Social and technical 

as interactive to 

produce outcomes 

Social and technical are both considered as critical to produce outcomes, but 

the focus is on the interplay between the two components (such as 

fit/alignment, reciprocal interactions, or entanglement/imbrication) that 

produce those outcomes. 

V Technical 

imperative on the 

social 

Technology as the major antecedent to social outcomes, such as those in 

impact or evaluation studies. 

VI Predominantly 

technical 

Focusing solely on how to develop or improve the technical (e.g., database 

algorithm) and very limited and direct concern about the role of the social. 

Table 1. Summary of six sociotechnical categories following Sarker et al. (2019).  

 

Importantly, these six perspectives are all sociotechnical, that is, they all acknowledge the existence, 

and interdependencies of technical artifacts as well as the individuals or collectives that develop and use 

the artifacts in social contexts (Briggs et al., 2010). The perspectives simply vary in emphasis that they 

give to either the social or the technical. 
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3 Method 

In this section, we explain the methodological procedures we followed and the key decisions we took. 

First, we classify our review and argue how it connects to the current state of the art. Second, we report 

on how the review process has been carried out.    

3.1 Scope and Classification of the Review 

Several reviews of AI technology research exist. We found nine reviews that explicitly deal with aspects 

concerning design, development, or implementation of AI technologies. These reviews typically focus 

on specific aspects such as explainability (Markus et al., 2021), fairness (Robert et al., 2020), safety 

approaches (Dey and Lee, 2021), or social characteristics (Chaves and Gerosa, 2021), on success factors 

impacting AI technology implementation (Merhi, 2022), on the impact of human factors in designing 

AI technology (Felmingham et al., 2021), or on ethical risks and opportunities of AI technology design, 

development and implementation (Floridi et al., 2018). To the best of our knowledge, there is only one 

literature review that pursues ambitions similar to us. Safaei and Haki (2022) report in a systematic 

literature review on the question of how research on AI technology within the IS discipline has 

contributed to our sociotechnical understanding of AI-related phenomena.  

To complement and extend the contributions made through these reviews, we decided to (1) cross the 

boundaries of different scientific communities, and (2) distinguish different types of AI technologies the 

current research is referring to rather than using “AI” or “machine learning” as an umbrella term with 

partly inconsistent definitions.  

Specifically, we decided to undertake a scoping review (Paré et al., 2015). A scoping review is useful 

when dealing with broader fields of interest in comparison to well-defined research questions (Arksey 

& O’Malley, 2005). Scoping reviews are especially suitable to explore the extent and nature of the 

current body of knowledge in order to identify possible research gaps and relevant research opportunities 

(Paré et al., 2015).   

3.2 Literature Review Strategy 

In what follows, we report on how we carried out our review in five stages (Arksey & O’Malley 2005): 

(1) identifying the research question, (2) identifying relevant studies, (3) study selection, (4) charting 

the data, (5) collating, summarizing and reporting the results. 

Stage 1 – Identifying the research question. In accordance with the aim of this scoping review, our 

broad research question is: What do we know about the design, development, and implementation of 

different AI technologies from a sociotechnical point of view?  

Stage 2 – Identifying relevant studies.  

The aim of a scoping study is to be as comprehensive as possible in identifying the available literature 

on a topic of interest (Arksey & O’Malley, 2005). To keep the scope manageable, we limited the time 

frame of search to 2012-2022. We used Google scholar as a trans-disciplinary search engine to identify 

scientific papers matching 18 search terms, constructed by combining terms such as “design”, 

“development”, “implementation” (plus synonyms) in combination with “AI” or “Artificial 

Intelligence”. This search led to 5.077.099 results in total. For each search term, we processed the 100 

most relevant results, meaning that we identified 1800 potentially relevant articles in total. 

Stage 3 – Study selection.  

In order to decide which of the 1800 studies to include in our sample, we defined three criteria: (1) as a 

proxy for quality of the research, we only considered paper published in journals indexed ranked in 

Journal Impact Factor quartiles one or two. We manually collated all journals of our sample with the 

Clarivate’s Journal Citation Reports. (2) We only included studies that dealt with AI-related or induced 

issues in connection with AI technology design, development, or implementation. (3) We only 
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considered studies that were in some form sociotechnical, that is, those that in some way considered 

social (e.g., practices, beliefs, norms, values) as well as technical (e.g., AI model and its technical 

capability, data) aspects (section 2.3). We excluded, for example, studies that focus exclusively on the 

development of the technical artefact (e.g., Yang et al., 2022). Conversely, type of research approach or 

knowledge contribution (e.g., empirical, theoretical, conceptual research or commentaries) were not 

used as criteria.  

With these filter criteria defined, we screened titles and abstracts of the 1800 publications and selected 

27 papers as relevant. We then performed a full-text screening of these papers and excluded two papers 

due to the lack of conformity with inclusion criteria (3). Next, we applied backwards and forwards 

reference searching from the remaining 25 papers. This way, we identified 15 additional studies that 

matched our selection criteria. Thus, we retained 40 paper in our final sample. 

Stage 4 – Charting the data.  

Charting involves “sorting [the] material according to key issues and themes” (Arksey & O’Malley 

2005, p. 26). We used a descriptive-analytical approach by applying a framework to all studies included 

(Pawson, 2002). The framework we applied for sorting the data, first, captured general information 

regarding the respective studies such as year of publication, author information, outlet and impact factor 

ranking. We also coded each paper for research approach, and empirical evidence, if any (Recker et al., 

2021). Second, we classified each paper by stage of the technology lifecycle considered, the type of AI 

technology the studies refer to, and the sociotechnical perspective taken by the researcher(s). Except for 

the dimension technology lifecycle, where papers could be coded under multiple stages, all other 

dimensions were coded exclusively.  

In developing and applying the framework, we proceeded iteratively. First, we developed the categories 

we used for the review. Through discussions, we developed and refined the concept definitions 

explained above based on the literature on sociotechnical thinking in IS research (Sarker et al., 2019; 

Bostrom and Heinen, 1977), research on systems analysis and design (Kendall and Kendall, 2014), and 

fundamentals of AI technologies (McCorduck, 2004; Russell and Norvig, 2010). Incrementally, we 

applied, tested and in case revised these coding categories. One of us started by performing the full-text 

screening and developing a first coding proposal for the complete sample, which included a short 

justification of the allocation. Based on this, the second author reviewed these proposals, especially 

commenting on questions, ambiguities or uncertainties that persisted and, if necessary, adding his own 

perspective on the appropriate coding, which was then returned to the other author for reviewing. We 

followed this process of iterative evaluation and review for three rounds until we agreed that we have 

reached an inter-subjective consistent and reliable shared categorization of all studies.  

Stage 5 - Collating, summarizing and reporting the results. 

We present the findings from the review in both summative and narrative ways (Arksey and O’Malley 

2005; Pare et al., 2015). To summarize, we constructed descriptive cross-sectional tables aggregating 

the distribution of papers across our analytical dimensions. To narrate, we describe our findings 

alongside our analytical dimensions, thereby also considering the type of research conducted, in order 

to expose the main fields of interest as well as to highlight relevant research gaps. 

4 Findings 

In this section, we present the main findings of our scoping review. Table 2 summarizes how our sample 

of literature is distributed over the analytical dimensions we used in our review. Table 3 classifies the 

literature we considered by technology lifecycle stage and type of study conducted.  
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Sociotechnical 

Focus 

Predominantly 

social  

Social 

imperative  

Social 

and 

technical 

(additive) 

Social and 

technical 

(inter-

active) 

Technical 

imperative 

Predominantly 

technical 

Type of AI 

Technology 

Agents that 

think 

humanly 

 1 (DES)   1 (DEV)  

Agents 

that act 

humanly 

2 (IMP) 3 (DES) 

1 (IMP) 

1 (DES) 

6 (IMP) 

 4 (DES) 

 

2 (DES) 

3 (DEV) 

1 (IMP) 

Agents that 

think 

rationally 

1 (DES) 

1 (DEV) 

 

1 (DES) 

2 (DEV) 

1 (IMP) 

1 (DES) 

1 (IMP) 

1 (DES) 

 

2 (DES) 

1 (DEV) 

1 (DES) 

1 (DEV) 

Agents that 

act rationally 

2 (DES) 3 (DES) 1 (DES) 1 (IMP) 1 (DES)  

Other: Not 

specified 

    1 (DES)  

Table 2. Distribution of sample alongside the three analytical dimensions technology lifecycle stage 

DES = design, DEV = development, IMP = implementation, sociotechnical focus and type of AI 

technology.  

 

Technology Lifecycle Stage Design Development Implementation 

Study Type 

Case Study 1 2 2 

Survey  1 1 

Experiment 2   

Other - Empirical 5 2 1 

Literature Review 6 1 2 

Commentary 5 2 1 

Theoretical 7 1 6 

Other – Non-empirical    

Table 3. Distribution of sample alongside technology lifecycle stage and study type. 

4.1 Design of AI Agents 

With “design” we mean the processes and outcomes of technology analysis and design, which includes 

phases such as the situational analysis asking for the context-specific problems, opportunities and 

objectives related to the development of a new technology, the feasibility analysis as well as the 

collection, capture, and analysis of requirements.  

We assigned 26 studies to this category. Of these, 16 studies perused a perspective in which one of the 

components – either the social or the technical – have a dominant impact on the other one. Research that 

referred to a point of view where the technical is imperative on the social, dealt with the impact of 

certain design aspects of AI technologies, such as its capacity for sensing, thought and action autonomy, 

or communication style, on humans or particular desired social outcomes (e.g. Hu et al., 2021; Kim et 

al., 2021; Baek et al., 2021; Robert et al., 2020; Asatiani et al., 2020; Chaves and Gerosa, 2021; Apiola 
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and Sutinen, 2020; Seo et al., 2021). Research that incorporated a perspective where the social is 

imperative on the technical, dealt with the role and the influence of human or social factors, such as 

personality traits or human values, on the process and outcome of AI technology design (e.g., Umbrello 

et al., 2021; Felmingham et al., 2021; Martin, 2019; Rohlfing et al., 2021; van den Broek et al., 2021; 

Truby, 2020; van de Poel, 2020; Morley et al., 2021).  

Six studies in our sample incorporated technical as well as social components into their analysis but 

conceptualized either the social or the technical factors as rather contextual to the other ones. These 

studies addressed the development of principles or guidelines for how humans should design AI 

technology in order to ensure a beneficial societal and humanistic outcome (predominantly social, e.g. 

Floridi et al., 2018; Li, 2021; Sloane, 2022), specific AI-based solutions based on design science 

approaches, or concrete frameworks governing the technical process of AI technology development and 

giving specific technical recommendations on how to design the AI model in order to ensure a 

transparent, explainable and safe output (predominantly technical, e.g., Markus et al., 2021; Dey and 

Lee, 2021; Villegas-Ch et al., 2021).  

Three studies focused on understanding and analyzing social and technical components as additive 

factors. Research from this point of view has dealt with the question of how technical mechanisms and 

design techniques are able to ensure fair outcomes, given the human perception of fairness, or with 

social processes, e.g. decision-making, in relation to or within the design process of AI technology 

(social and technical as additive antecedents to outcome, e.g., Morse et al., 2022; Umbrello, 2022; Choi 

et al., 2020).  

Finally, one study of our sample assigned to the stage of “design” was based on a sociotechnical 

perspective that understands the technical and the social components as interactive factors in the 

production of outcomes. Fügener et al. (2021) examined how AI technology should be designed in order 

to enable a sensible delegation of tasks between human and AI technology (social and technical as 

interactive to produce outcomes). 

Taking into consideration the type of AI technology that is referred to within the research on AI 

technology design, first of all, all types of AI technologies were featured in the literature. Most studies 

(10) referred to AI technologies as agents that act humanly. These publications predominantly discussed 

either the social component as a dominant influence on the technical component (e.g., Umbrello, 2021), 

or the technical component as imperative to the social (e.g., Kim et al., 2021).  

Seven studies each referred to AI technologies as agents that think rationally and as agents that act 

rationally. The research that considered AI technologies as agents that think rationally was distributed 

evenly over the continuum of sociotechnical perspectives, whereas the publications which approached 

AI technologies from the perspective of a rational agent focused on the social side of the continuum by 

considering predominantly social aspects, or by understanding social factors as imperative on technical 

factors (e.g., Floridi, 2018).  

One study defined AI technologies as agents that think humanly (Rohlfing et al., 2021) and one study 

lacked a clear and consistent definition (Seo et al., 2021).  

This distribution is also of significance with regard to the type of research that was done within the 

distinct analytical dimensions. Overall, eight of the 26 publications included and assigned to the 

“design” stage took an empirical approach (e.g., van den Broek et al., 2021; Villegas-Ch et al., 2021), 

18 papers were based on theoretical or conceptual research or on commentaries (e.g., Morse et al., 2022; 

Umbrello et al., 2021). Three studies each and thus most empirical research on the design of AI 

technology was done from the perspective of AI technologies as agents that act humanly (e.g., Baek et 

al., 2021; Kim et al., 2021) or that think rationally (e.g., Asatiani et al., 2021; Fügener et al., 2021), only 

one paper defined AI technologies as agents that are acting rationally (Hu et al., 2021). Analyzing the 

conceptual research in this section, seven publications and thus most conceptual research was done 

from the perspective of AI technologies as agents that act humanly (e.g., Robert et al., 2020; 

Felmingham et al., 2021), which consequently seems to be the most fruitful point of view in current 

research on the design of AI agents. In contrast to the empirical research, the conceptual research almost 
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equally often drew on the perspective of AI technologies as agents that act rationally (six studies, e.g., 

Martin, 2019; Li, 2021).  

Examining the type of research done so far with regard to the sociotechnical perspective that is 

incorporated, the majority of the conceptual research was done from the social side of the continuum. 

Especially the perspective of social components as imperative on the technical has been utilized in seven 

publications (e.g., van de Poel, 2020; Rohlfing et al., 2021) and is thus the point of view used most 

frequently in conceptual research. 

In contrast, the empirical research on the design of AI agents most frequently drew on technical 

perspectives, especially on the perspective of technical components as imperative on the social (five 

studies, e.g., Seo et al., 2021; Hu et al., 2021). The current body of research involves some empirical 

approaches that focus on the social aspects of AI technology design as well as on the additive or 

interactive combination of technical and social factors. Especially the perspective of technology and 

humans, organizations and society as interactively entangled is not strongly represented in current 

works, be they conceptual or empirical. 

4.2 Development of AI Agents 

With “development” we mean the processes and outcomes of defining, testing, coding and preparing 

the implementation of a new technology. Referring to AI technologies, this stage also includes training 

and testing the AI model as well as the respective data preparation and modeling. This stage is often 

discussed jointly with the “design” stage and the transitions are fluent.  

We assigned nine studies to this category. In these studies, the development processes of AI technologies 

are not as often examined from a sociotechnical point of view than the design processes and outcomes. 

Three studies incorporated a predominantly social perspective (Sloane, 2022) or a perspective in which 

the social is understood as imperative on the technical (Asatiani et al., 2021; Henriksen and Bechmann, 

2020). Research from these perspectives dealt with the role and influence of social processes and 

practices on the development of AI technologies as well as with principles that technologists can apply 

in order to develop ethical AI technologies. Six studies incorporated a perspective in which the technical 

is understood as imperative on the social (Asatiani et al., 2020; Montes and Goertzel, 2019) or a 

predominantly technical point of view in which social factors were taken into consideration as the 

context or setting of the research (Villegas-Ch et al., 2021; Dey and Lee, 2021; Gupta et al., 2021; Reddy 

et al., 2021). Research from these perspectives dealt with the specific development of AI-based solutions 

or with concrete frameworks governing the technical process of AI technology development, giving 

explicit technical recommendations on how to build an AI model to ensure a responsible, explainable 

and safe output.  

Next, we into consideration the type of AI agent that is referred to within the current research on AI 

technology development. Five publications drew on the perspective of AI technologies as agents that 

think rationally (e.g., Gupta et al., 2021; Henriksen and Bechmann, 2020), three conceptualized AI 

technologies as agents that act humanly (e.g., Dey and Lee, 2021; Reddy et al., 2021) and one defined 

AI technologies as agents that think humanly (Montes and Goertzel, 2019). None of the studies included 

referred to AI technologies as agents that act rationally. 

Considering the type of research conducted, empirical and conceptual approaches were almost evenly 

represented in our sample. Five studies took an empirical approach (e.g., Asatiani et al., 2020; Henriksen 

and Bechmann, 2020; Gupta et al., 2021). Four studies took a conceptual approach (e.g., Sloane, 2022; 

Dey and Lee, 2021; Reddy et al., 2021). The empirical studies distribute as follows: one study referred 

to AI technologies as agents that act humanly (Villegas-Ch et al., 2021); four studies referred to AI 

technologies as agents that think rationally (e.g., Asatiani, 2021; Gupta et al., 2021). In contrast, the 

conceptual publications were almost evenly distributed over three of the types of AI agents discussed: 

one study defined AI technologies as agents that think humanly, two studies referred to AI technologies 

as agents that act humanly, and one study conceptualized AI technologies as agents that think rationally.  

Examining the type of research done so far on the issue of the development of AI technologies with 

regard to the sociotechnical perspective applied in the research, the majority of the conceptual as well 
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as of the empirical research was approached from a technical side of the sociotechnical continuum (e.g., 

Asatiani et al., 2020; Dey and Lee, 2021), though also conceptual (one publication, Sloane, 2022) and 

empirical research (two publications, e.g., Henriksen and Bechmann, 2020) exists that focused on the 

social end of the continuum.  

4.3 Implementation of AI Agents 

With “implementation” we mean the processes and outcomes of introducing a new AI technology to the 

organization, including phases such as user training, documentation, system integration, and data 

transfer. 

We assigned 13 papers to this category. The research assigned to this category accounted for the 

sociotechnical perspective in a narrow sense: seven publications incorporated a perspective in which 

social and technical components have been understood as equally critical factors in the process of AI 

technology implementation, both influencing the outcome through the combination of their specific 

characteristics (social and technical as additive, e.g. Daye et al., 2022; Liew, 2018; He et al., 2019). 

Research from this perspective dealt with the technical (e.g., data, model) and social aspects (e.g., 

expectations of AI technology’s potential added value, presence of innovation strategies, trust) that need 

to be considered when implementing AI technologies in organizational settings.  

Two publications were found to incorporate a perspective in which the technical aspects have been 

considered in a contextual way to the social aspects (predominantly social, Ongena et al., 2020; Pachidi 

et al., 2021) and two further publications characterized the social aspects as decisive influence on the 

technical factors involved in the process of AI technology implementation (social imperative on 

technical, Felmingaham et al., 2021; Asatiani, 2021). Consequently, much of the research assigned to 

the “implementation” stage was done from the social end of the sociotechnical continuum, dealing with 

social practices and methods for AI technology implementation and governance as well as with the 

influence of human factors such as norms or preferences on the process. Moreover, current research 

seems to focus on the social processes that surround the implementation of AI technology, while the 

technical pitfalls and especially their interplay with the social forces in a situated context find less 

consideration. 

One study analyzed the implementation of AI technology from a point of view that recognizes an 

interaction between the social and the technical components involved (social and technical as 

interactive, Makarius et al., 2020). This paper derived a framework on how employees and AI 

technology can and should collaborate in order to achieve a competitive advantage for an organization, 

depending on the scope and the level of novelty of the respective AI technology.  

Finally, one study analyzed the “implementation” stage from the technical end of the sociotechnical 

continuum by understanding the technical components as decisive and embedded in a social context, 

providing an evaluation framework which was based on the assessment of the technical capability of the 

AI technology, its contextual relevance and efficiency, potential use cases as well as the technical 

integration of the AI technology into related workflows (predominantly technical, Reddy et al., 2021).  

Taking into consideration the type of AI technology that is addressed by the research on the 

implementation of AI agents, it is remarkable that 10 out of 13 and thus most of the studies included in 

this section related to AI technologies as agents that act humanly (e.g., Choi et al., 2020; Strohm et al., 

2020; DeCamp and Lindvall, 2021). Two publications referred to AI technologies as agents that think 

rationally (Asatiani et al., 2021; Mehri, 2022) and only one understood AI technologies as agents that 

act rationally (Makarius et al., 2020). 

Regarding the type of research, nine out of 13 publications were based on conceptual or theoretical 

research (e.g., Daye et al., 2022; Reddy et al., 2021). Four studies deployed an empirical approach to 

the phenomena of interest in this section (e.g., Pachidi et al., 2021; Ongena et al., 2020).  

The conceptual research was mostly done based on the understanding of AI technologies as agents that 

act humanly (e.g., Choi et al., 2020; DeCamp and Lindvall, 2020). This also holds true for the empirical 
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research included (e.g., Pachidi et al., 2021; Strohm et al., 2020). Thus, this perspective can be described 

as the central understanding of AI technology within current research on its implementation.   

Comparing the type of research from the point of view concerning the sociotechnical focus that was 

incorporated in the respective studies, it appears that, while the empirical research mostly focused on 

the socially determined perspectives by analyzing the social factors in a technical context 

(predominantly social, Pachidi et al., 2021; Ongena et al., 2020) or by understanding the social aspects 

as decisive influence on the technical process and outcome (social imperative on technical, Asatiani et 

al, 2021), the conceptual research largely drew on a sociotechnical perspective in the narrower sense by 

understanding technical and social components as additive antecedents to the implementation of AI 

technologies (six out of nine studies, e.g. Liew, 2018; He et al., 2019; Daye et al., 2022).  

5  Discussion 

In this section, we present the contributions of our research and identify implications for research and 

practice. We also address aspects in which our review is limited and describe opportunities for further 

research. 

5.1 Contributions and Implications for Research 

Our review shows that there is a substantial body of work that examines AI technology design, 

development, and implementation processes and their outcomes from a sociotechnical perspective. We 

found all types of AI technologies being covered, as well as evidence for all lifecycle stages being 

covered and a range of sociotechnical perspectives being taken. Still, our scoping review allows us to 

identify several blind spots and points of reference, which can become fruitful starting points for further 

sociotechnical research: 

First, relating to the agency perspective, our review demonstrates that most of the current research 

understands AI technologies as agents that either act humanly or think rationally. This means that current 

research has focused on understanding the design, development and implementation of AI technologies 

that are capable of performing cognitive tasks human-like or deducting correct inferences based on 

formal logic. Both perspectives are accompanied by restrictions. On the one hand, assuming that 

technology is artificially intelligent when able to perform tasks human-like means deliberately 

attempting to model human fallibility. On the other hand, assuming that artificial intelligence is given 

when AI technologies draw correct conclusions (“know-what”) based on correct premises involves the 

difficulty of how to make the necessary knowledge explicit. Especially informal knowledge (“know-

how”) is often not precise enough to be processed based on the rules of formal logic (Lebovitz et al., 

2021). Thus, the spectrum and depth of problems that can be solved by such kinds of AI technology 

might be limited. Furthermore, there is also a difference between solving a problem principally and in 

practice (Russell & Norvig, 2010).  

Moving forward, the question emerges in how far the current body of knowledge can account for AI 

technologies that are designed, developed and deployed as agents that act rationally. For example, 

consider AI technologies that act as “human assistants” that capture the user’s needs and act on their 

behalf, thereby performing tasks in line with their preferences autonomously and goal-oriented (Hu et 

al., 2021; Han and Yang, 2018).  AI technologies as agents that act rationally expand on the ideas of AI 

technologies as agents that act humanly or think rationally because they embed human-like abilities of 

AI agents and their capabilities to make correct inferences into a broader ability for goal-oriented action, 

based on which the AI agent is able to make own determinations as well as to develop its determinations 

over time. Research should focus more on this broader conception of AI technologies as smart agents in 

complex environments because they fundamentally differ from other advanced technologies (Murray et 

al. 2020; Russell & Norvig, 2010).  

Second, even though the literature we reviewed demonstrates that research on AI technology design, 

development and implementation from a sociotechnical perspective unfolds alongside a continuum in 

which the influence of various social and technical factors is varying, there seems to be a tendency in 
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the literature to focus on the ends of the continuum – the rather social or the rather technical. This could 

be balanced with more research on the intersection of the technical and the social in a narrower sense to 

“ensure a healthy distribution of papers” (Sarker et al., 2019, p. 708) alongside the sociotechnical 

continuum.  

Understanding the technical and the social aspects coming into effect in these stages as additive or even 

as interacting components could be valuable for several reasons. First, the processes surrounding the 

design, development and implementation are social processes themselves, influenced by values, norms, 

beliefs, knowledge and social relations which affect the way decisions on technical aspects and issues 

are made (Johnson and Powers, 2008; Umbrello, 2022; Mittelstadt et al., 2016). Second, these processes 

also lead to an outcome (the AI technology as an agent) that is constructed to interact with human users 

(Johnson and Powers, 2008; Mittelstadt et al., 2016). Therefore, designing, developing and 

implementing also means defining and shaping the way in which social and technical entities will 

interact, e.g., how they will collaborate, how tasks will be allocated or how decisions will be made and 

related responsibilities are delegated (Martin, 2019b; Fügener et al., 2021b; Onnasch et al., 2014; 

Tatasciore et al., 2021). As Taylor et al. (2001) or Leonardi (2011) argue, it is always a human decision, 

how material agency – in this case, an AI agent – is designed and implemented and thus becomes 

intertwined with human goals.  

A case in point are the efforts toward “explainable AI” (Gunning et al., 2019) or “responsible AI” 

(Werder et al., 2022), both of which are essential sociotechnical imperatives in which socially 

constructed requirements, such as demands for explainability or responsibility, are meant to interact in 

a balanced way with technical functionality implemented in AI agents, such as data or algorithm 

constructions. These examples highlight a need to understand the design, development and 

implementation processes of AI technology from a sociotechnical point of view as a process of human 

agency constructing material agency and thereby configuring how these two components will become 

entangled in use. This entanglement in turn might lead not only to the change of social practices but also 

to the change of technical components or specifications. Thus, social factors and technical components 

should not be seen as independent entities within the context of each other; rather they are interwoven 

based on the technical constraints and affordances in a given social context (Leonardi, 2011). 

Third, our review indicates that the research to date involves some empirical insights but more could be 

done. While there is value in conceptual research done from a sociotechnical perspective, as well as a 

in the available normative contributions in the form of commentaries, guidelines, or frameworks on how 

the design, development and implementation of AI technologies could or should be conducted in safe 

and ethically sound ways, and why doing so would be important, even more empirical research on how 

such advice is reflected in the actual practices would be meaningful, as would be research that evaluates 

the efficacy of the many guidelines and frameworks. Demand continues for researchers to empirically 

examine the application and utility of normative research on AI technologies in practice and to contrast 

these insights with practice-based views on how practitioners in fact design, develop, and implement AI 

technologies (Mittelstadt, 2019; Vakkuri et al., 2021).  

5.2 Potential Implications for Practice 

Our scoping review may also be valuable to practitioners in charge of the design, development and/ or 

the implementation of AI technology. Our review provides a broad overview over the amount, scope, 

and findings of academic literature on these topics. It can thereby serve as a point of orientation and 

entry into the available knowledge around the design, development and/ or the implementation of AI 

technology. While our review does not explicitly reflect all possible context- or industry-specific 

particularities, it still allows professionals to gain an in initial impression of how much and what type of 

evidence is available for their decision-making. Furthermore, our review also raises awareness about 

“blind spots”, where no robust insights are yet available to practitioners, such as, for example, about 

selected social aspects or ethical issues that might surface during the practical design, development and 

implementation of AI technologies. 
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5.3 Limitations 

Some limitations apply to our review. First, we used a structured literature search approach with pre-

defined search terms. These search terms do not cover all relevant literature, which is why we added a 

more flexible backwards and forwards referencing search strategy. Moving forward, we plan to extend 

our literature selection by applying a broader set of keywords, such as the terms “AI”, “Artificial 

Intelligence”, “AI system”, as well as further backwards and forwards reference searches.  

Second, our review did not explicitly refer to research streams that are involved with “explainable” or 

“responsible AI”. However, this might be an interesting and important extension; consequently, we aim 

to expand our literature search in this direction as well. 

Third, we used a limited timeframe (2012-2022). Thus, it would be valuable to extend the timeframe to 

broaden the overview given within this review.  

Fourth, our review had a specific scope. We focused on research examining issues related to the design, 

development, and implementation of AI technologies, analyzing it in the direction of the sociotechnical 

perspective it has incorporated, the type of AI technology it focuses on and the type of research that is 

applied. These dimensions are not exclusive. Thus, there might be different points of view such as 

specific design aspects (e.g., different development methodologies) that could provide a meaningful 

extension. For example, future research could make use of explicit AI lifecycle models (e.g., the CRISP-

DM model, see Chapman et al., 2000) for analyzing and classifying the literature of interest. This could 

be valuable for two reasons: first, it would allow for more specific conclusions that relate directly to the 

technology of interest; second, in doing so, it would unpack some specific processes of AI development, 

such as training and testing as well as the related significance of data within the development process, 

in more detail than our coarse differentiation allows. Currently, these aspects are not explicitly covered 

in our broad view on AI development, and we see the value in unearthing these specific aspects in more 

detail.  

Fifth, our lifecycle stages design, development, and implementation of AI technologies are also neither 

disjoint nor complete. Moreover, several studies exist that address some of these aspects but also cover 

AI technology use and impact – categories that we excluded from our review. For example, Lebovitz et 

al. (2021) study the changes in evaluating AI technologies during their use but their study also addresses 

some aspects of implementation (e.g., the rationales used by decision-makers to select one technology 

over another).  

Sixth, in alignment with our scoping review approach, we decided to take a broad focus regarding the 

different types of AI technologies as well as the areas of research we are referring to. This might lead to 

the question in how far our contributions, based on a limited sample of papers, allow to make general 

claims about the design, development and implementation processes of AI technologies overall. This 

point of caution is valid. For example, our conclusions about the scope of available empirical research, 

or the balance in social, technical, or sociotechnical characteristics in research on AI technologies should 

always be interpreted in light of the sample of papers we considered here. Continuing from here, it might 

be interesting to analyze further how research from a specific application context (e.g., healthcare) 

conceptualizes the processes discussed in this review in order to allow for a more nuanced 

understanding.  

6 Conclusion 

Though our review is not exhaustive, we hope that the focus of our analysis, drawing on sociotechnical 

systems theory, theory on AI technologies, and lifecycle models from systems analysis and design, helps 

shedding light on how the sociotechnical perspective is represented within research on the processes and 

outcomes of AI technology design, development and implementation. We hope for our review to provide 

a point of orientation for IS researchers regarding areas and perspectives that have been active or 

underemphasized in research.  
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