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Abstract

Location-based services (LBS) use positioning technology to provide individual usersthe capability of being
constantly reachabl e and accessing networ k serviceswhileonthemove. However, privacy concernsassociated
with the use of LBS may ultimately prevent consumers from gaining the convenience of anytime/anywhere
personalized services. Understanding consumer’s privacy concernstoward LBSis of increasing importance
asmobile and positioning technol ogi es devel op and change with escal ating speed. Drawing ontheintegrative
social contract theory and thetrust-risk model, we conducted an experiment study to examinethe effects of LBS
providers interventions—third party privacy seals, P3P (Platform for Privacy Preferences Project)
compliance, and device-based privacy enhancing features—on building consumer trust and reducing privacy
risk. Resultsindicated that serviceproviders' interventionsincludingjoiningthird party privacy seal programs
and introducing device-based privacy enhancing features could increase consumers' trust beliefsand mitigate
their privacy risk perceptions. However, the proposed P3P compliance did not have a direct impact on
perceived privacy risk, influencing it only indirectly, through trust. The study reported here is novel to the
extent that existing empirical research has not examined this complex set of interrelated issues in the L-
commerce context. Implications for theory and practice are discussed, and suggestions for future research
along the directions of this study are provided.

Keywords. Location-based services, L-commerce, privacy risk, trust

I ntroduction

Recently, the growing influence of location-based mobile commerce (L-commerce) has attracted significant attention. By
bringing localization, personalization, and immediacy to users, emerging location-based services (LBS) applications have
enormous potential for enhancing safety, utility, and mobility in our lives (Barnes 2003). According to the findingsin areport
from Allied Business Intelligence Inc. (ABI 2004), world LBS revenues are expected to increase from approximately US $500
million in 2004 to over US $3.6 hillion by the end of the decade.

Unsurprisingly, the commercia potential and rapid growth of L-commerce have been accompanied by concerns regarding the
collection and dissemination of consumer information by service providers and merchants. These concerns pertain to the
confidentiality of accumulated consumer data and the potential risks that consumers experience over the possible breach of
confidentiality (Beinat 200; Wallace et a. 2002). Location information often reveals the position of a person in real time, thus
rendering the potential intrusion of privacy amorecritical and acute concern. It wasfound that 24 percent of potential LBS users
areseriously concerned about the privacy implicationsof disclosing their location together with other personal data(Beinat 2001).
To the degree that privacy concern represents a major inhibiting factor in consumer’s adoption of L-commerce, it isimportant
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torespondtothecall of “No L-commercewithout L-privacy” (Gidari 2000) by identifying the mechanismsto reduce consumers
privacy risk perceptions.

The conceptual academic literaturein consumer information privacy suggeststhat trust could play animportant rolein alleviating
consumers' privacy risk perceptions (e.g., Caudill and Murphy 2000; Culnan and Bies 2003). Indeed, the privacy risk has been
implicitly incorporated in the extant online trust literature. For instance, many trust researchers proposed various trust models
inwhichthe privacy policiesand third party seals(e.g., BBBOnlineand TRUST e seal) are considered asthe structural assurances
built into aWeb sitethat might affect trusting beliefsand trust rel ated behaviors (e.g., Gefen et al. 2003; M cKnight and Chervany
2002). However, the explicit involvement of privacy isfrequently overlooked among these studies. Davison et al. (2003) feel
itis “quite astonishing that a high proportion of the burgeoning literature on trust in the context of B2C [business-to-consumer]
failsto control for privacy, failsto meaningfully consider it, or even completely overlooksit” (p. 344). Thisresearch, therefore,
attemptsto addressthis gap by integrating the trust literature into the theories of consumer information privacy to investigate the
role of trust in reducing the privacy risk in the L-commerce context.

Drawing on the integrative social contract theory (Donaldson and Dunfee 1994, 1999) and trust literature (e.g., Jarvenpaaet a.
2000, McKnight and Chervany 2002), this study further proposes that building consumer trust and reducing privacy risk could
be the products of several aspects of the LBS provider’s interventions that are well within the control of the service provider.
Some “weak” intervention mechanisms (i.e., market-driven and technology-driven mechanisms) are increasingly perceived as
viable substitutesfor “strong” intervention mechanisms(i.e., legally binding mechanisms) because legal mechanismsareusually
more expensiveto ingtitute (Bakos and Dellarocas 2002; Pavlou and Gefen 2004). Accordingly, wefocus on three popular weak
mechani sms—specifically, third party privacy seals, P3P (Platformfor Privacy Preferences Project) compliance, and device-based
privacy enhancing features—as the trust building and privacy risk reduction strategies in the unclear and underdevel oped legal
environment of L-commerce. In addition, by incorporating P3P compliance into the research model, the current study also
addresses adebate in the privacy literature (Milne and Culnan 2002): What isthe appropriate role of P3P in assuring consumer
privacy? Although significant investments have been made in the development of P3P (Cranor 2002), thereis much skepticism
on the effectiveness of P3P in protecting consumer privacy fromindustry practice (Kaufman et al. 2002). To our best knowledge,
few studies empirically test the relative effectiveness of P3P and hence we seek to address this void by investigating the extent
to which P3P could alleviate privacy violation risks and build trust in the L-commerce context.

An experiment study was conducted in Singapore to examine the effects of three proposed interventions—third party privacy
seals, P3P compliance, and device-based privacy enhancing features—on consumer trust beliefs and privacy risk perceptions.
The study reported hereis novel to the extent that existing empirical research has not examined this complex set of interrelated
issuesin the L-commerce context. The synthesis of privacy and trust literature streams may provide arich understanding of the
adoption of technologies that create personal vulnerabilities and, therefore, inform adoption research in the IS discipline. The
findingsarealso potentially useful to privacy advocates, regulatory bodies, merchants, LBS providers, and device manufacturers
to help shape or justify their decisions concerning L-commerce.

Theoretical Foundations and Hypotheses
The Integrative Social Contract Theory and Consumer | nformation Privacy

The conceptual academic literaturein consumer privacy indicatesthat theintegrative social contract theory (1SCT) isparticularly
appropriate for understanding the tensions between firms and consumers over information privacy (Caudill and Murphy 2000;
Culnan 1995; Milne and Gordon 1993). ISCT posits that members of a given community or industry behave fairly if their
practices are governed by social contracts (Donaldson and Dunfee 1994, 1999). In the context of information privacy, “asocial
contract isinitiated, therefore, when there are expectations of social norms (i.e., generally understood obligations) that govern
the behavior of thoseinvolved” (Caudill and Murphy 2000). When consumers provide personal information to acertain firm and
the firminturn offers some benefits to the consumer, one generally understood obligation accruing from entering into this social
contract is that the firm will undertake the responsibility to manage the consumer’s personal information properly (Caudill and
Murphy 2000). Thisimplied contract is considered breached if consumers are unaware that information is being collected, or if
the firm divulges consumers' personal information to unauthorized parties, or if the firm uses consumers' personal information
for other purposes without consumers' consent (Culnan 1995).

Thus, thesocial contract, dictating how thefirm handlesconsumers' personal information, inanimplicit form (not in an economic
or alegal form), involves unspecified obligations, and requires consumers' trust on the firm’s compliance to this social contract

898 2005 — Twenty-Sixth International Conference on Information Systems



Xu et al./Trust and Privacy Risks in Location-Based Services

(Caudill and Murphy 2000; Culnan and Bies 2003; Hoffman et al. 1999). The concept of social contract in the consumer privacy
context means that consumers are willing to disclose personal information for certain benefits as long as they trust the firm that
it would uphold its side of the social contract. Hence, the lack of consumer trust in customer-centric enterprises seemsto be a
critical barrier that hinderstheir effortsto collect personal information from consumersfor the purpose of providing their services
(Hoffman et al. 1999; McKnight and Chervany 2002). Consumer trust, therefore, may play an important role in reducing
consumers’ privacy risk perceptions.

Tapping the overwhelming privacy concern phenomenon in the e-service context, Featherman and Pavlou (2003) conceptualized
perceived privacy risk as an important facet of perceived risk® and they generally defined it as the potential |oss of control over
personal information. In our context, following Featherman and Pavlou’s definition, we defined perceived privacy risk as the
expectation of losses associated with the release of personal information to the LBS provider. Since privacy risk is broadly
regarded as the major inhibiting factor in the adoption of LBS (Beinat 2001; Gidari 2000; Wallace et al. 2002), we exclude other
risk considerations (e.g., performance, financial, time, social, and psychological risks involved in using LBS) in this study.
Rather, we explicitly focus on examining privacy risk involved in using LBS in that mobile communication and positioning
technologiesincreasingly expand the ability for firmsto collect, process, and exploit personal dataand thereis*no L-commerce
without L-privacy” (Gidari 2000).

Trugt, Privacy Risk, and Service Provider’s | nterventions

Trust isacrucial enabling factor in relations where there is uncertainty, interdependence, risk, and fear of opportunism (Mayer
et a. 1995). In the context of e-commerce, because of the absence of proven guarantees that the e-vendor will not engage in
harmful opportunistic behaviors, trust is crucia in helping consumers overcome their perceptions of uncertainty and risk
(Jarvenpaa and Tractinsky 1999; McKnight and Chervany 2002). Trust, in this study, has been conceptualized as three specific
beliefsthat are utilized most often (e.g., McKnight et al. 2002; Pavlou and Gefen 2004): competence (ability of thetrusteeto do
what the trustor needs), benevol ence (trustee caring and motivation to act in thetrustor’ sinterests), and integrity (trustee honesty
and promise keeping). To the extent that LBS are still in an early stage of diffusion when potential consumers do not yet have
credible, meaningful information about, or have affectivebondswith, the service providers, examining consumer trust isimportant
because LBS providers need to engender sufficient trust to persuade first-time consumers to transact with them. According to
McKnight et al. (2002), “the period during which a consumer visits and explores avendor’ s Web site for thefirst timeisclearly
within the domain of initial trust” (p. 336). Initial trust, therefore, is the focus of this study and defined as the trust belief that
aconsumer holds toward an LBS provider during the period when she interacts with the service provider for the first time.

In McKnight and Chervany (2002), whichtried to devel op aninitial trust formation model in the e-commerce context, Web vendor
interventions are posited to have impacts on consumer trusting beliefs in the e-vendor. Web vendor interventions are defined as
the actions a vendor may take to provide assurances to consumers about the vendor’s site (McKnight and Chervany 2002). In
the Internet context, these interventions could include privacy policy, third party privacy seals, interacting with customers,
reputation building, linksto other sites, and guarantees or other seals (McKnight and Chervany 2002). The interventions assure
consumers that this particular vendor siteis safe in spite of whatever deficiencies exist in the overall Web environment. “Over
time, if such interventions become standard and actual practices, the overall Web may bewidely perceived asasafer, more secure
place, increasing ingtitution-based trust” (McKnight and Chervany 2002, p. 51).

Following McKnight and Chervany, thisstudy definesthe serviceprovider privacy- and trust- related interventionsasthe actions
that aparticular LBS provider may taketo provide assurancesto consumers about the service provider’ sefforts devoted to protect
consumers personal information. Since most permission-based LBS applications involve recruiting consumers by service
registration or subscription viathe Web channel, weincluded the trust-and privacy- related interventions covered by both Internet
and LBS practices. In particular, this study examines three types of interventions: (1) third party privacy sedls, (2) P3P
compliance, and (3) device-based privacy enhancing features. Thefirst two arethefactorsfor whichwedraw ontheinterventions
undertaken by the e-vendorsin the Internet context. For the third, we draw on the intervention undertaken by the LBS provider
in the LBS context. Although not an exhaustive list of al privacy- and trust- related interventions, the proposed three factors
represent both popular market-driveninstitutional mechanisms(i.e., third party privacy seals), and technol ogy-driven mechanisms
(i.e., P3P compliance and device-based privacy enhancing features).

*Perceived risk is generally identified as having various facets (i.e., performance, financial, time, safety, social, and psychological loss) and
all risk facets stem from performance risk (Cunningham 1967).
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Third Party Privacy Seals

When applied to consumer privacy, ISCT suggests that afirm’s collection of personal information is perceived to be fair when
the consumer is vested with voice (Culnan and Bies 2003; Malhotra et al. 2004). In other words, consumers want to influence
changesina firm' spoliciesthat they find to be objectionable (Malhotraet al. 2004). Privacy sealsof approval fromthird-parties
(such as BBBOnNline, Online Privacy Alliance, and TRUSTE) are essentially self-regulated institutional mechanisms where the
consumer can be informed with the choices available regarding how the collected information is used, the safeguardsin place to
protect the information from loss, misuse, or ateration, and how the consumer can update or correct any inaccurate information.
These seal programs should build consumers’ trust beliefs toward the particular firm and reduce their privacy risk perceptions
for two reasons. Firgt, these ingtitutional mechanisms could limit the firm’s ability to behave in negative ways, allowing
consumers to form and hold beliefs about expectations of positive outcomes (Johnson and Cullen 2002). As Gefen et al. (2003)
explain, having athird party such as the reputable TRUSTe to vouch for afirm’ s trustworthiness should build trust in that such
third party assurances have typically been one of the primary methods of building trust in business. Second, when violation
occurs, these structures could provide mechani sms of voice and recoursefor the betrayed (Johnson and Cullen 2002), which could
create strong incentivesfor firmsto refrain from opportunistic behavior and behave appropriately.? Empirical studieshave shown
that companies conforming to the privacy seal programs foster consumers’ trust and confidence in revealing their personal
information (e.g., Culnan and Armstrong 1999) and mitigate consumers’ perceived privacy risks of disclosing their personal
information (e.g., Xu and Teo 2004).

Hla: The service provider’s interventions with regard to joining third party privacy seal programs will
reduce consumer’ s privacy risk perception.

H1lb: The service provider’s interventions with regard to joining third party privacy seal programs will
increase consumer’ s trust belief.

P3P Compliance

The Platform for Privacy Preferences Project (P3P)® is a protocol designed to provide away for a Web site to encode its data-
collection and data-use practices in a machine-readable format known as a P3P policy (Cranor 2002). P3P policies require the
Web sites to use the P3P vocabulary to provide contact information for the legal entity making the representation of privacy
statement, enumerate the types of data or data elements collected, explain how the datawill be used, identify the data recipients,
and include information about dispute resolution, about the Web address of a site’' s human-readable privacy policy, and about
theway to opt out (Cranor 2002). Userscould employ a P3P user agent (e.g., AT& T Privacy Bird) to evaluate whether an online
company implements P3P-compliant privacy policy by configuringtheir privacy preferencesusing aseriesof check boxes (Cranor
2002). For example, users can chooseto be notified, or not, when asite usestheir information for whatever purposes. According
tothelevel of agreement between the user’ spreferencesand aWeb site' spolicies, the Privacy Bird notifiesthe user by adjusting
the representation of a small, cartoon-like bird icon situated peripherally in the browser’ s title bar.*

Privacy literature suggests that the factor of awareness of privacy practices could be used to address the bond of social contract
between firms and consumers over information privacy (Malhotraet a. 2004). This awareness factor, referring to the degreeto
which aconsumer is concerned about personal awareness of organizational information privacy practices (Malhotraet al. 2004),
has been found to be associated with lower level of privacy risk perception (Phelpset al. 2000). Hence, afirm’s P3P compliance
might reduce the consumer’ sprivacy risk perceptionsthrough providing thetransparency about how thefirmused the consumer’s
personal information (Culnan and Bies 2003). The presence of the symbols notifying whether the site’ s privacy policies match
consumer’ s personal privacy preferences should enhance the awareness of privacy practice and thus reduce privacy risk in that

Taking TRUSTe as one example, any complaint raised against the licenseeswill result in reviews and inquiries by TRUSTe and an escal ated
investigation will be conducted if theinitial inquiries do not result in a satisfactory resolution to the complaint. Depending on the severity of
theviolation, the escalated investigation coul d |ead to acompliancereview by a CPA firm of theweb site, termination asalicenseeof TRUSTe
and revocation of the trustmark, or referral to the appropriate law authority which may include the appropriate attorney general’s office, the
FTC, or the Consumer Protection Agency in the United States (Benassi 1999).

3For details, see: http://www.w3.or g/P3P/#what.

“The cartoon-like bird icon displays agreen “ happy” birdicon at siteswith P3P policies that match auser’ s privacy preferences, ared “angry”
bird icon at sites with P3P policies that do not match a user’s preferences, and a yellow “uncertain” bird icon at sites that do not have P3P
encoded policies.
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consumers could make sound decisions on whether to provide their personal information to the particular firm. Therefore, P3P
is touted as reducing privacy risk perceptions by putting privacy policies where consumers can easily find them, explaining
whether the policy differsfromtheir preferences, and, most importantly, enabling consumersto act on what they see (Culnan and
Bies 2003; Turner and Dasgupta 2003).

H2a:  Theservice provider’sinterventionswith regard to P3P compliance will reduce consumer’s privacy
risk perception.

P3P compliance should directly build consumer trust belief becauseit requires afirmto make anontrivial investment of time and
resources to implement and maintain P3P policy (Turner and Dasgupta2003). This action should beinterpreted as a signal that
thefirmisproactively addressing consumers’ privacy concerns(Cranor 2002; Turner and Dasgupta2003) and it will comply with
the social contract by undertaking the responsibility to manage consumers' personal information properly. In other words, a
particular LBSprovider’ sP3P compliance may enable consumersto believethat the service provider caresabout their information
privacy needs (trusting belief—benevolence), and it is capable of protecting their personal information (trusting belief—
competence).

H2b:  The service provider’sinterventions with regard to P3P compliance will increase consumer’s trust
belief.

Device-Based Privacy Enhancing Features

To strengthen the bond of social contract between firms and consumers over information privacy, firms need to address the data
collectionissueinthat marketers' collection of personal information would continueto be animportant sourceof privacy concerns
(Mahotra et al. 2004; Phelps et al. 2000). In the LBS context, the rapid development of mobile communication and device
technol ogies provide the possibility of building privacy enhancing featuresinto mobile devices. With amobile device that sup-
ports the function of specifying privacy preferences for using LBS applications, mobile consumers are able to limit the amount
of location information collected by the service providersin atimely fashion (Anuket 2003). Consumers can turn off the sub-
scribed LBS just by clicking some buttons on their mobile devices anytime they want. Furthermore, device-based privacy
enhancing features also allow consumersto control the degree of location information rel eased to the service providersin space
and time (Anuket 2003). For example, the user can specify that the service provider(s) can only send her awireless advertising
message if sheiswithin 20 meters of those merchants, and/or with atime delay of 10 minutes within which the past |ocations of
the subscriber may be pinpointed. These device-based privacy enhancing features could provide consumerswith the capabilities
to limit the amount of location information released to the service providers, and thus might reduce their privacy risk perceptions.
Empirical evidence supported that perceptions of privacy invasion arelower when theindividual s are provided with thetechnical
features to control their personal information disclosure (Xu and Teo 2004; Zweig and Webster 2002).

H3a: The service provider’s interventions with regard to introducing device-based privacy enhancing
features will reduce consumer’s privacy risk perception.

Introducing such device-based privacy-enhancing features, therefore, should directly build consumers' trust beliefstowardanLBS
provider because of the nontrivial investment of time and resources made by the service provider to design and implement the
device-based privacy-enhancing features. This action should be interpreted as a signal that the service provider is proactively
addressing consumers’ privacy concerns (Xu and Teo 2004) and it will comply with the social contract by undertaking the
responsibility to manage consumers' personal information properly. In other words, aparticular LBS provider’ sintroduction of
the privacy enhancing features to consumers may enable them to believe that the service provider cares about their information
privacy needs (trusting belief—benevolence), and it is capable of protecting their personal information (trusting belief—
competence).

H3b:  The service provider’s interventions with regard to introducing device-based privacy enhancing
features will increase consumer’ s trust belief.
Trust, Privacy Risk, and Behavioral I ntention

ISCT suggested that consumer trust may play an important role in reducing consumers’ privacy risk perceptions (Caudill and
Murphy 2000). The direct effect of trust on risk has been empirically supported in research on e-commerce (e.g., Jarvenpaa et
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Figurel. Research Model

al. 2000; Malhotra et al. 2004; Pavlou and Gefen 2004). Following the similar theoretical reasoning, when viewing perceived
privacy risk as one facet of perceived risk, we expect that the more trust a consumer hasin an LBS provider with regard to its
information practice, thelesslikely sheisto foreseethe privacy risk associated with disclosing personal information to the service
provider.

H4: Trust beliefs will have a negative effect on privacy risk beliefs.
Along the line of the theory of reasoned action (TRA) (Ajzen 1991), risk perception, viewed as the negative antecedent belief,
and trust, viewed as the positive antecedent belief, are expected to affect a person’s attitude that in turn influences a person’s
behavioral intention (Jarvenpaaet a. 2000). Empirical studiesin e-commerce generally supported thisexpectation of the positive
relationship between trust and behaviora intention (Gefen et a. 2003; Pavlou and Gefen 2004) and the negative relationship
between risk perception and behavioral intention (Jarvenpaa and Tractinsky 1999; Pavlou and Gefen 2004). Accordingly, we
expect that the same logic can be extended to our context.

H5: Trust beliefs will have a positive effect on behavioral intention.

H6: Privacy risk beliefs will have a negative effect on behavioral intention.

Figure 1 depicts the research model.

Control Variables

Prior research on adoption, consumer behavior, information privacy, and trust studies suggeststhat anumber of additional factors
should beincluded as control variables because of their potential influence on trust, privacy risk, and behavioral intention. They
are disposition to trust (McKnight et a. 2002), risk propensity (Sitkin and Weingart 1995), previous privacy experience (Smith
et al. 1996), personal innovativeness (Agarwal and Prasad 1998), and coupon proneness (Lichtenstein et al. 1990).
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Research Method

Anonlinefield experiment was conducted. LBSin the experiment were operationalized as services offered to mobilephone users
viashort messaging services (SMS) based on the “cell-identification” technique employed by the network of telecom operators.
One specific push-based LBS application—the mobile coupon (M-coupon) service was utilized as the scenario in this study
because push-based L BSis more controversial in terms of consumers' concerns about privacy and authentication (Wallace et a.
2002). The M-coupon service usualy involves recruiting customers by service registration and interest subscription: customers
can register their mobile phone numbers and subscribe to alist of merchants who provide M-coupon services, based on their
interests and preferred period of timefor receiving coupons. Profiling information isthen used to target the subscribers and their
mobile phones will be sent related promotional information when they appear within the vicinity of the merchants.

Measures

As far as possible, constructs were adapted from existing measurement scales used in prior studies in adoption, information
privacy, and trust in e-commerceto fit the LBS context where necessary. Appendix A summarizes the questions measuring each
construct in this study.

Experiment Desigh and Manipulations

We used a 2 (with/without third party privacy seal) x 2 (with/without P3P compliance) x 2 (with/without device-based privacy
enhancing feature) factorial experiment design. Wevaried thethree privacy- and trust-related interventions—third party privacy
seal, P3P compliance, and device-based privacy enhancing features—to construct multiple experiment scenarios. First, third
party privacy seal was manipulated by providing a TRUSTe seal and a URL linked to the service provider’s privacy policy on
itsWeb site. A brief introduction explaining TRUST e smission was provided in the privacy policy. Second, serviceprovider’s
P3P compliance was manipulated by asking the subjectsto install a particular P3P user agent tool (i.e., AT& T Privacy Bird) to
convey thefact that the service provider has complied with P3P policy for itsinformation practices. Anintroduction explaining
the purpose of using the AT& T Privacy Bird and how to use the Privacy Bird were provided to those subjects belonging to the
P3P treatment group when they downloaded and installed the Privacy Bird. Finally, device-based privacy enhancing featurewas
manipulated by introducing a mobile device with an interactive graphical user interface for turning on/off the subscribed LBS
anytime the user wants.

Subjects

A total of 176 responses were obtained among mobile phone users. We recruited the experiment subjects by posting announce-
ments to a number of relevant forums or topics discussing mobile handsets and mobile applications on the major and reputable
web portals in Singapore (i.e., Yahoo! Singapore Message Boards, Hardwarezone Forum, Can.com.sg Forum). Our postings
explained who we were and what we were trying to do (i.e., the purpose of this study) and invited subjects’ participation. The
respondentswere asked to click onthe URL link provided inthe posted message, which linked to the online experiment. A lottery
with three prizes (i.e., a40G MP3 player, aspeaker, and acash prize) wasincluded asincentive to participate in the experiment.®
Theinviteeswereassured that theresultswould bereported only in aggregate and that their anonymity would be assured. Specific
demographic information is shown in Appendix B.

Experiment Procedure and Task

After logging into our Web-based experiment system, all subjects began the experiment by answering apre-session questionnaire
about their personal information asaform of control check. Then, ascommonly used in marketing experiments that investigate
consumer behavior, acover story was provided to all subjects. They weretold that one specific LBS application, the M-coupon
service provided by Company A, would be soon introduced in the Singapore market, and their feedback would be very important
for the evaluation of such service. Next, our Web-based experiment system generated the scenarios randomly so that each

These three prizesincluded an iPod 40G MP3 player worth S$750, a JBL Creature speaker worth S$200, and a cash prize including S$100.
These prices are framed in Singapore dollars. As of April 2005, one Singapore dollar = 61 U.S. cents.
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respondent has an equal and independent chance of being put into any of the eight scenarios. The subjects were presented with
theintroduction of the M-coupon service that was described in the form of areal company web siteto ensurerealism.® They were
then asked to visit the site and other relevant information about the M-coupon service. The experimental system logged the
accesses made by the subjects to all URLs to ensure that the subjects had actually viewed the manipulated condition. Finally,
the subjects were asked to complete a post-session questionnaire regarding trust belief, perceived privacy risk, and behavioral
intention in each specific scenario.

Data Analysis and Results
Control and Manipulation Check

Control checkswere conducted by performing several one-way ANOV A teststo confirm that the random assignment of subjects
to the eight experimental conditions was successful.” To ensure that study participants attended to their assigned intervention
conditions, manipulation checks were performed. The manipulations on device-based privacy enhancing features, third party
seal, and P3P compliance were checked against several true/false questionsin the post-session questionnaire. Subjectswho did
not correctly answer these questions were dropped from the subsequent analyses. Thisresulted in 163 valid data sets.

PLS Analyses

Partial least squares (PLS), a second-generation causal modeling statistical technique devel oped by Wold (1982), was used for
dataanalysisfor three reasons. First, it isnot contingent upon data having multivariate normal distributions and interval scales
(Fornell and Bookstein 1982). This makes PLS suitable for handling manipulated constructs. Second, PLS has the ability to
simultaneously test the measurement model and the structural model. Thiswill provide a more complete analysis for the inter-
relationshipsin themodel. Third, itisgenerally more appropriate for testing theoriesin the early stages of development (Fornell
and Bookstein 1982). Therefore, we believe that PLS is more suitable for this exploratory study.

Testing the M easurement Model

The measurement model was eval uated by examining the convergent and discriminant validity of theresearch instrument. Three
testsare used to determinethe convergent validity: reliability of questions, the compositereliability of constructs, andtheaverage
variance extracted by constructs. Appendix A presents the assessment of the measurement model. Given that all questions had
reliability scores above 0.55 (Falk and Miller 1992), and most questions had reliability scores above 0.707, the questions
measuring each construct had adequate reliability. Composite reliabilities of constructs with multiple indicators exceeded
Nunnally’s (1978) criterion of 0.7 while the average variances extracted for these constructs were all above 50 percent and the
Cronbach’s alphas were also al higher than 0.7. Hence, convergent validity was established. To test discriminant validity, the
square root of the variance shared between a construct and its measures should be greater than the correlations between the
construct and any other construct in the model. Appendix C reports the results of discriminant validity which is checked by
comparing the diagonal to the non-diagonal elements. All items fulfilled the requirement of discriminant validity.

Testing the Structural M odel

After establishing the validity of the measures, we tested the structural paths in the research model by applying bootstrapping
techniquein PLS. Figure 2 depictsthe structural model inclusive of al significant control variables. Our structural model could
explain 37.9 percent of the total variability of trust belief, 45.6 percent of perceived privacy risk, and 55.2 percent of the
behavioral intention. The hypotheses were evaluated according to the size, sign, and significance of the path coefficients. With
the exception of the path from P3P compliance to perceived privacy risk, all of the path coefficients shown in Figure 2 were with

®Due to space limitations, we did not provide the screen shot for the experiment details, which can be requested from the authors.

"There were no significant differences among the eight experimental conditionsin terms of gender (F = 1.616, p=ns), age (F=0.733, p=ns),
education (F = 0.656, p = ns), income (F = 1.271, p = ns), mobile phone usage (F = 0.800, p = ns), mobile application usage (F = 0.614, p =
ns), SMSusage (F = 1.407, p = ns), Internet usage (F = 0.599, p = ns), prior privacy-related knowledge (F = 0.356, p = ns), disposition to trust
(F=0.483, p=ng), risk propensity (F = 0.601, p = ns), personal innovativeness (F = 1.334, p = ns), and coupon proneness (F = 0.208, p = ns).
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Figure 2. Resultsof PLS Analyses

the expected sign, and significant at the 0.05 level. Therefore, al of the hypotheses except H2a were supported. Among the
control variables, disposition to trust had a significant effect on trust belief, and risk propensity significantly affected perceived
privacy risk. Coupon proneness and personal innovativeness were shown to have significant effects on behavioral intention.

Discussions and Conclusions
Discussion of Findings

Thisstudy developed and empirically tested amodel toinvestigatetherolesof trust belief and privacy risk belief inthe LBS usage
adoption. Consistent with ISCT, the results show that consumers’ trust beliefs could help mitigate their privacy risk perceptions
and increase their intentions to disclose personal information for using LBS. Furthermore, this study shows that the service
provider’s interventions including joining third party privacy seal programs and introducing device-based privacy enhancing
features could increase consumers' trust beliefs and mitigate their privacy risk perceptions. However, the proposed P3P
compliance did not have a direct impact on perceived privacy risk, influencing it only indirectly, through trust.

A plausible explanation for this unexpected finding is that consumers’ privacy risk perceptions are affected by the level of
enforcement provided by the interventions (e.g., third party assurance). Although P3P provides userswith the privacy optionsof
notice(i.e., notifying userswhether aWeb site’' sprivacy policy conflictswiththeir privacy preferences) and choice(i.e., alowing
users to make sound decisions on whether to provide personal information based on the user agent’s notice), P3P lacks the
enforcement mechanism to ensure sites act according to their privacy policies. Hence, it seemsthat the use of P3P in the absence
of risk assurance mechanisms shifts the onus primarily onto the individual user to protect herself. This may explain the
insignificant effect of P3P compliance on perceived privacy risk in this study.

However, the other privacy enhancing technique (PET)—device-based privacy enhancing features, also lacking third party
assurance mechanisms—was shown to have significant effectson perceived privacy risk. Thepossibleexplanationfor thisfinding
could be due to the underlying control mechanism as revealed in Xu and Teo (2004). With the aid of device-based privacy
enhancing features to exert direct control over their personal information, consumers could control the amount of location
information released to the service providers and hence they would especialy feel greater autonomy (Yamaguchi 2001).
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Conseguently, the control assurance provided by the device-based privacy enhancing features would lead to lower privacy
invasion risk (Xu and Teo 2004). In contrast, although P3P is touted as one of the PETSs to “provide consumers with greater
control over the disclosure of their personal information” (Culnan and Bies 2003), it actually provided little assurance of control
to consumers. For instance, when the “angry” red bird icon appeared at those sitesthat do not match users' privacy preferences,
the only choice offered to the usersis either to give up their privacy needsto use the Web services or to give up their needs of
using the Web services. Future research could be directed to further explore the relative effects of these two PETs (i.e., P3P and
device-based privacy enhancing features) by integrating the psychological control theories with the trust-risk framework.

Examining the relative importance of institution-based (i.e., third party seals) versus technology-based interventions (i.e., P3P
compliance and device) in building trust and reducing privacy risk, we found that third party seal programs have by far the most
influence. There is perhaps nothing surprising in this finding since ingtitution-based mechanisms especially the structural
assurance through third party guarantees, have been consistently found to have positive impacts on the development of trust in
e-vendors(e.g., Gefen et a. 2003; Pavlou and Gefen 2004). Thisresult echoesand supportsthe current trendsinthe United States
for aself-regulatory approachtorely onthe private sectorsto add structural assurances(e.g., TRUST eprivacy seal and other trade
association membership). Given their importance in building trust and mitigating privacy risk, institution-based mechanisms
warrant further research.

Limitations and Future Research

Although the data generally supported the proposed model, we need to mention some characteristics of our study that may limit
the ability to generalize from these results. First, the subjectswere recruited from anumber of relevant forums or topics on three
major web portalsin Singapore. Thus our sample comprised a subpopulation of potential mobile consumers (i.e., those mobile
userswho were al so interested in parti cipating in the online forums discussing mobile handsets and mobile applications). Further
research using our method should be conducted among different groups of constituentswith different demographicsonthemaobile
market. Second, this study was conducted in Singapore; therefore, care must be taken when generalizing these findings to
consumersin other social, economic, and cultural environments, and future research should attempt to replicate this study in other
countries. Asprivacy attitudesand trust beliefs may be culturally dependent (Johnson and Cullen 2002; Milberg et al. 2000), this
study might limit the generalizability of our resultsto the Asia-Pacific context. Finally, the scenario used in the study represents
an over-simplification of LBS, which may limit the generalizability of our findings. Future work could also be directed to look
into theapplicability of our findingsto different LBS applications. The challengeisto continueimproving the experiment design,
which could be a scenario where consumers are, in reality, on the move. Field research along the directions of this study could
certainly contribute toward fostering the acceptance of LBS.

Implication and Conclusion

Our research model was originally developed to reflect recent changes in an individual’s views on the privacy invasion risk
because of the rapid devel opment of wireless network and positioning technologies. Nevertheless, it isimportant to notethat this
model is strongly rooted in ageneral conceptual framework drawing on ISCT. Therefore, under an assumption that the essence
of privacy concerns liesin a social contract, our model is likely to be applicable to avariety of privacy-related contexts. Our
posited predictorsexplain 55.2 percent of thevariancein thebehavioral intention, suggesting that the | SCT and trust theoriesserve
asauseful theoretical foundationintheinformation privacy context. Additionally, the present study highlightstherolesof service
providers' trust- and privacy- relatedinterventionsin building trust and mitigating privacy risk, which haveimportant implications
for the LBS industry where the legal environment is not yet sound. Our initial finding that P3P could not have a direct impact
on perceived privacy risk, influencing it only indirectly through trust, suggeststhe need for future studiesto understand the nature
and effects of P3P fully. For instance, it is very possible that P3P might moderate the relationship between the third party seal
and perceived privacy risk. In other words, although P3P did not have adirect impact on mitigating privacy risk, it might have
an impact on reducing perceived privacy risks in conjunction with third party seal. In that the objective of the study was to
explore therelative effectiveness of the three proposed service providers' interventions on building trust and mitigating privacy
risk, examining the interaction effects of these service providers' interventions was beyond the scope of this study.

From apractical perspective, thisstudy showsthat privacy invasion risk and trust belief aretheimportant factorsin theinteraction
of the consumer with an LBS provider. In this aspect, this study provides some insightsinto the different approachesthat could
beused by an LBS provider to build consumer trust and reduce privacy risk perceptions. First, thisstudy showsthat incorporating
institution-based structural assurances(e.g., third party privacy seal s) into the management of information practicesisanimportant
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method for increasing consumers' trust beliefs and reducing their privacy risk perceptions. Second, it is important for LBS
providers to collaborate with mobile device manufacturers to develop improved devices with user-friendly interfaces for
specifying privacy preferences to counter privacy risk perceptions and enhance consumer trust. Third, athough the service
provider’s P3P compliance could enhance consumer trust, it does not provide a means for reassuring that the service provider’s
information practices comply with certain accepted and required standards, which iswhat the third party privacy seal programs
attempt to do. Thus, another important factor in reducing consumers' privacy risk perceptions will be the extent to which the
service provider could shape perception and engender belief that its privacy policy accurately reflects the service provider's
information collection and using practices.

Trust could play a primary role in promoting the use of LBS applications, especially in the absence of familiarity with L-
commerce phenomenon and well-established legal resources. Having highlighted therol es of some market-driven and technol ogy-
driven mechanismsin trust building and privacy risk reduction, this study provides preliminary empirical support to understand
the privacy issues from the social contract perspective. Using the groundwork laid down in this study, future research along
various possible directions coul d contribute significantly to extending our theoretical understanding and practical ability tofoster
the acceptance of L-commerce.
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Appendix A. Psychometric Properties of the Measurement M odel

M easur es of Constructs and Sour ces LD CR CA AVE

Trust Belief (TRUST): (Jarvenpaaet al. 2000; McKnight et al. 2002) 0.927 | 0.894 | 0.762
Company A...
is competent and effective in handling my personal information that | would provide. | 0. 735
would keep my best interests in mind when dealing with my personal information. 0. 890

would fulfill its promises related to customers' personal information. 0.930
isin general trustworthy regarding the usage of my personal information. 0. 922
Perceived Privacy Risk(RISK): (Jarvenpaa et a. 2000; Malhotra et a. 2004) 0.913 | 0.882 | 0.725
There would be too much uncertainty associated with giving my personal information | 0. 814
to Company A.
Providing Company A with my personal information would involve many unexpected | 0. 884
problems.
It would be risky to disclose my personal information to Company A. 0. 885
There would be high potential for loss with disclosing my personal information to 0.821
Company A.
Intention to Use LBS (INT): (Venkatesh et a. 2003) 0.970 | 0.952 | 0.914
| am very likely to disclose my personal information to use M-coupon service. 0.934
| predict | would provide my personal information to Company A to use M-coupon 0. 966
service. 0. 968
| intend to disclose my personal information to use M-coupon service.
Personal Innovativeness (INNV): (Agarwal and Prasad 1998) 0.888 | 0.819 | 0.669
If | heard about a new information technology, | would look for ways to experiment 0. 905
withit. 0. 855
Among my peers, | am usually the first to try out new information technologies. 0. 600
In general, | am hesitant to try out new information technologies. 0.876
| like to experiment with new information technologies.
Coupon Proneness (CPRN): (Lichtenstein et al. 1990) 0.872 | 0.818 | 0.633
| enjoy collecting coupons. 0.782
Beyond the money | save, redeeming coupons gives me a sense of joy. 0. 866
| enjoy using coupons, regardless of the amount | save by doing so. 0.835
I am more likely to buy brands for which | have a coupon. 0. 687
Disposition to Trust (DOT): (McKnight et al. 2002) 0.863 | 0.804 | 0.613

Most of the time, people care enough to try to be helpful, rather than just looking out 0.777
for themselves.

Most people are honest in their dealings with others. 0.879
Most professionals are very knowledgeable in their chosen field. 0.782
| usually trust people until they give me areason not to trust them. 0. 680
Risk Propensity (RP): (Donthu and Gilliland 1996) 0.871 | 0.783 | 0.693
| would rather be safe than sorry. 0. 820
| am cautious in trying new/different products. 0. 827
| avoid risky things. 0. 850
Previous Privacy Experience (PPRV): (Smith et al. 1996) 0.874 | 0.791 | 0. 700
How often have you personally experienced incidents whereby your personal 0. 842

information was used by some service provider or e-commerce website without your
authorization?

How often have you personally been the victim of what you felt was an improper 0. 908
invasion of privacy?
How much have you heard or read during the last year about the use and potential 0. 752

misuse of consumer’ s personal information without consumer’ s authorization by
some service provider or e-commerce website?
(LD: Loading, CR: Composite Reliability; CA: Cronbach’s Alpha; AVE: Average Variance Extracted)

2005 — Twenty-Sxth International Conference on Information Systems 909



Human-Computer Interaction

Appendix B. Respondent Profile (n = 163)

Variables Category Frequency Variables Category Frequency
Male 90 (55.2%) Personal Annual < S$24,000 34 (20.8%)
Gender Female 73 (44.8%) Income S$24,001-S$48,000 65 (39.9%)
S$48,001- S$60,000 40 (24.5%)
High School 4 (2.5%) S$60,001- S$72,000 12 (7.4%)
Education | PiPloma 59 (36.2%) >5$72,001 8 (5.0%)
Bachelor 74 (45.3%) Undisclosed 4 (2.4%)
Master 26 (16.0%)
20-24 33 (20.2%) Internet Usage One time each week 3(1.8%)
25-29 65 (39.9%) Several times each 7 (4.3%)
Age 30-34 28 (17.2%) week 19 (11.7%)
35-39 21 (12.9%) Once per day 134 (82.2%)
40-49 16 (9.8%) Several times each day
Lessthan12 21 (12.9%) Mobile Application | Never 40 (24.5%)
M obile Phone months 22 (13.5%) Usagefor thepast 6 | Below 10 _ti mes 85 (52.1%)
Ownership 12 to 24 months 19 (11.6%) months 10 to 29 times 27 (16.6%)
25 to 36 months 101 (62.0%) 30 to 49 times 5 (3.1%)
More than 3 years 50 timesand above 6 (3.7%)
Prior Know TRUSTe 85 (52.1%) Monthly SMSUsage | Below 50 messages 33 (20.2%)
Privacy- Know Cookie 149 (91.4%) 51 to 99 messages 37 (22.7%)
Related Know SSL 107 (65.6%) 100 to 300 messages 51 (31.3%)
K Know P3P 23 (14.1%) More than 300 42 (25.8%)
nowledge
messages
Appendix C. Discriminant Validity of Constructs
INT TRUST RISK DOT RP PPRV CPRN INNV
INT 0. 956
TRUST 0. 478 0. 873
RISK -0. 592 -0. 310 0. 852
DOT 0.161 0.311 -0. 057 0. 783
RP -0. 232 -0. 061 0.185 -0. 077 0. 832
PPRV 0. 038 0. 003 0. 206 -0. 132 -0. 059 0. 836
CPRN 0. 361 0. 329 -0. 361 0. 187 -0. 096 0. 009 0. 795
INNV 0.270 0. 258 0. 095 0. 300 -0.179 -0. 013 0. 168 0. 818

Note: Diagonal elements are the sgquare root of average variance extracted (AVE), which, for discriminant validity, should be
larger than interconstruct correlations (off-diagonal elements).
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