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Abstract:
In the last few years, business firms have substantially invested into the artificial intelligence (AI) technology. However, according to several studies, a significant percentage of AI projects fail or do not deliver business value. Due to the specific characteristics of AI projects, the existing body of knowledge about success and failure of information systems (IS) projects in general may not be transferrable to the context of AI. Therefore, the objective of our research has been to identify factors that can lead to AI project failure. Based on interviews with AI experts, this article identifies and discusses 12 factors that can lead to project failure. The factors can be further classified into five categories: unrealistic expectations, use case related issues, organizational constraints, lack of key resources, and technological issues. This research contributes to knowledge by providing new empirical data and synthesizing the results with related findings from prior studies. Our results have important managerial implications for firms that aim to adopt AI by helping the organizations to anticipate and actively manage risks in order to increase the chances of project success.
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1. Introduction

The concept and term of artificial intelligence (AI) dates back to the 1950s [1]. Since then, the technology has lived through cycles of hype (AI spring) and stagnation (AI winter). Even though AI has become increasingly relevant, no unified definition of the term has emerged. Generally speaking, researchers agree that AI belongs to the field of computer sciences and is about developing independent applications that can solve problems on their own [2]. AI technologies can be divided into the subcategories of strong and weak AI. Applications of weak AI, such as speech recognition or fraud detection, are already available today and are constantly being further developed. The main characteristic of such applications is that they are developed for a special task and are not able to execute other tasks [3]. Distinct from this is strong AI, which attempts to replicate the human brain in order to develop an AI that is not limited to specific tasks [2, 3]. As strong AI is not available today [4], our paper focuses on weak AI. Weak AI is technologically based on machine learning (ML), which includes among others neural networks, and deep learning technologies. The terms ML and AI are often used synonymously, especially in a business context.

In the last years, both the adoption of AI, and the expectations regarding the economic potential of AI have risen sharply. Already in 2017, research has shown an increasing investment in AI by leading tech firms [5]. More recent studies even found that all companies in their sample were at least “actively evaluating use cases for ML applications” [6]. However, according to recent research [7], only few such projects are successful in delivering actual business value. Other sources even report that more than 80% of AI-related projects fail [8].

Hence, it is crucial to understand the factors that lead to failure of AI projects in order to avoid the pitfalls and fully exploit the potential of the technology. A large body of literature exists about the success and failure of Information Systems (IS) projects in general [9–14] or specific application types such as ERP systems [15–17]. However, due to the specific characteristics of AI, such as its algorithmic complexity and the broad and holistic changes that accompany the introduction of AI systems in organizations, these factors need to be revisited and extended to fit the context of AI [18].

A few recent publications have dealt with failure of AI-related projects [7, 8, 19–21]. Additionally, a number of studies have been conducted on related themes such as challenges [22], success factors [6] and organizational readiness for AI [23]. Although some of the previous studies provide interesting results, further research is clearly necessary due to the limited transferability of the findings to this paper’s aim, as well as, a number of other limitations in the existing body of literature (see section 2.2).

The aim of this study has therefore been to identify factors that lead to failure of AI projects in a general context. To reach this aim, we have conducted a literature review to synthesize prior findings in a systematic way. Additionally, we have collected new empirical data using qualitative, semi-structured interviews that were analyzed using an inductive coding approach [24–26].

This article makes a contribution to knowledge by providing new empirical data on critical factors leading to failure of AI projects, and synthesizing the findings with prior related studies to provide a more complete picture of the topic. The identified factors provide important insights and guidance for organizations to proactively increase the rate of success of their projects in order to exploit the potential of the AI technology and avoid costly project failure.

The paper is organized as follows. In section 2, a brief overview on the topic of success and failure of information systems (IS) is presented, before related work regarding AI projects is reviewed in detail. Subsequently, the research design is explained in section 3, followed by the presentation of the results in section 4. In section 5, we discuss the results and synthesize our findings with prior literature. Finally, we conclude by summarizing the main findings and our contribution to research, discussing practical implications for business firms, as well as, pointing out limitations of the study and opportunities for future research in this area.
2. Literature review

2.1 Success and failure of IS and AI projects

Success and failure of IS projects in general is a thoroughly studied subject. Before discussing typical causes of IS success and failure, these terms need to be defined. In general, success can be defined as "achieving the goals that have been established for an undertaking" [27]. On the flipside, IS failure can be defined as the perceived inability of the project to meet the requirements or expectations of various stakeholders [28]. The mentioned requirements and expectations can be manifold in this context, for example there are not only functional but also financial or time requirements.

As the goals of IS were not always perfectly clear, the definition of IS success was a challenge. In an attempt to identify dimensions of IS success, DeLone and McLean [29] undertook a literature review of papers published between 1981 and 1987. They identified six interdependent dimensions of IS success (system quality, information quality, use, user satisfaction, individual impact, and organizational impact) and used these in a model to explain IS success [29]. In the following years, this model was expanded and modified numerous times [10, 27, 30, 31]. Furthermore, both the original and the revised models have been validated to be good predictors of IS success [32–34]. In another stream of research, several studies attempted to identify determinants that have an effect on one or more of the stated dimensions [27, 35]. In total, over 50 determinants were identified to correlate with dimensions of IS success.

On the other hand, the failure of IS projects was also widely studied focusing on the discrepancy between actual and expected requirements. Similar to IS success, studies tried to investigate dimensions and determinants of IS failure [36, 37]. For example, Nelson [38] analyzed over 90 IS projects and concluded that there are 36 common mistakes in four categories: process, people, product and technology.

It can be concluded that IS success and failure is an intensely studied subject and existing models have been proven to be good predictors of IS success. However, due to the specific nature of AI projects, it is still largely unclear whether these results can be transferred to the context of AI projects. Due to specific characteristics of the AI technology, it can be assumed that AI has to be regarded separately from other digital technologies, as previously stated in the literature [23]. In the following paragraphs, we will first explain how characteristics of AI differ from other technologies, before addressing particularities of AI projects.

Looking at AI and the underlying technologies it can be seen that technology itself as well as technical characteristics [1, 39] differ from traditional IS/IT projects. As AI is not explicitly programmed to perform a specific task, but it rather learns from previous experience (data), the development and adoption of AI can be seen as a paradigm shift [2]. The shift and therefore the implementation and use of AI requires vastly different skills and is of higher complexity compared to typical software engineering projects. One example is, that most AI algorithms require deep statistical as well as mathematical knowledge. Furthermore, AI is a highly interdisciplinary field that requires not only software engineering and AI skills, but also domain knowledge for example [1].

Indeed, reports by practitioners indicate that AI projects differ from other projects in various characteristics. In his blog post, Mehta [40] presents several dimensions where AI projects differ from traditional IT or software development projects. For instance, the project focus of AI projects is on data exploration and insights instead of application development. Moreover, the goal of AI projects is often to use the technology strategically to transform the business, while traditional IS have more tactical goals. In terms of business knowledge, in traditional projects, business rules are given to programmers to be implemented in the software. In contrast, in AI projects the business data is used to discover the business rules from the data. Due to their more experimental trial and error approach, AI projects are also more difficult to manage to a fixed schedule than traditional projects.

Certainly, more research academic research is necessary to discover and confirm the differences between general IS and AI projects. However, the anecdotal evidence clearly indicates that AI projects do differ substantially from other projects in their goals and approaches. Considering these points, it can be assumed that not only AI projects but also the associated failure factors differ from traditional IS/IT projects and therefore need to be considered separately.
2.2 Related work and research gaps

In our literature review, we have identified several prior studies that have investigated research questions related to failure of AI projects, as well as, success factors, challenges, adoption and organizational readiness regarding AI [6, 8, 20–23, 41]. Table 1 summarizes important characteristics of the related work.

<table>
<thead>
<tr>
<th>Source</th>
<th>Object of analysis</th>
<th>Context</th>
<th>Theme/ construct</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baier et al. [22]</td>
<td>Deployment and operation of ML</td>
<td>General</td>
<td>Challenges</td>
<td>Literature review and interviews</td>
</tr>
<tr>
<td>Bauer et al. [6]</td>
<td>ML</td>
<td>SME</td>
<td>Enablers and success factors</td>
<td>Interviews</td>
</tr>
<tr>
<td>Jöhnk et al. [23]</td>
<td>AI</td>
<td>General</td>
<td>Readiness</td>
<td>Literature review and interviews</td>
</tr>
<tr>
<td>Weiner [8]</td>
<td>AI/data science projects</td>
<td>General</td>
<td>Failure</td>
<td>Anecdotal evidence</td>
</tr>
<tr>
<td>Hou [20]</td>
<td>AI projects</td>
<td>Banking</td>
<td>Failure</td>
<td>Anecdotal evidence</td>
</tr>
<tr>
<td>Rychtýckyj and Turski [21]</td>
<td>Deployment of AI systems</td>
<td>General</td>
<td>Success and failure</td>
<td>Anecdotal evidence</td>
</tr>
<tr>
<td>Ermakova et al. [7]</td>
<td>Data-driven projects</td>
<td>General</td>
<td>Failure</td>
<td>Interviews and questionnaire survey</td>
</tr>
<tr>
<td>Reis et al. [19]</td>
<td>AI projects</td>
<td>Healthcare</td>
<td>Failure</td>
<td>Single case study</td>
</tr>
</tbody>
</table>

The comparison of the studies’ characteristics shows that there are slightly different objects of analysis (e.g. AI, ML or data-driven projects). At the same time, different themes or constructs have been investigated (e.g. challenges, enablers, failure). Due to the limited number of studies that directly provide answers to our research aim, i.e. explicitly deal with failure of AI projects, we have extended the scope of our literature review to include the above-mentioned related themes. Although these previous results may lead to some interesting first assumptions regarding our research question, it has to be kept in mind that these constructs are different from failure factors. In our understanding, a challenge is defined more broadly as any “hurdle, barrier, concern, or critique” [42] whereas a failure factor leads to actual failure of a project, as defined in the previous section. At the same time, it has to be clearly distinguished between success and failure factors, as a failure factor does not necessarily have to be a success factor and vice-versa.

Besides these papers that deal specifically with AI or ML, we have searched for relevant previous research from less directly related fields, such as Big Data Analytics and Digital Strategy (not included in Table 1). The respective results from seminal articles [43–47] will be discussed in the discussion section of this paper (section 5) in order to compare the similarities and differences between the different fields and discuss possible implications.

Five literature sources were identified that discuss success or failure of AI projects or data-driven projects [7, 8, 19–21]. Two papers [20, 21] summarize “experiences with the development and deployment of AI systems” [21] in a specific company in a practice-oriented format. As these papers have the character of a practice report and lack scientific methodology, as well as, robust research design, they were excluded from a detailed discussion in this paper. In a similar vein, the book by Weiner [8] does provide interesting narratives about failure AI projects, but was excluded from our further analysis as it is not grounded on peer-reviewed research. Reis et al. [19] have conducted research into AI project failure based on a case study in the healthcare sector. The case study is based on a project in a large hospital to introduce a cognitive agent that was intended to assist physicians in their daily work and interact with patients. In this specific project, user resistance was identified as the reason for project failure. Consequently, the authors have conducted detailed analyses of the underlying causes of the non-acceptance and provide recommendations to overcome user resistance. Ermakova et al. [7] use a mixed methods approach to develop and administer an online survey with a sample of 112 experts. The focus of their research is “data-driven projects”, i.e. data science in general, including AI and ML. In their approach, they do not distinguish between challenges and failure factors. Instead, the participants were
asked to evaluate the perceived impact of challenges on the non-success of projects. Thus, the authors were able to make statements about the criticality of the challenges, i.e. their impact on failure.

Regarding the studies that do not directly regard failure, but related themes, Baier et al. [22] used interviews to analyze challenges particular to the deployment and operation of machine learning models. Another study focuses on general challenges in AI projects in the context of SMEs. To do so, Bauer et al. [6] correlate the identified success factors and challenges to the size and maturity of the companies. The data is collected using a survey approach with mainly CXOs or managing directors of SMEs. Jöhnk et al. [23] focus on AI readiness of companies. The authors collected data with semi-structured interviews focusing on factors that determine the readiness of companies in regard to AI.

Hence, we have selected the remaining five papers [6, 7, 19, 22, 23] for a detailed analysis as they were most relevant for the aim of this paper. For a better overview, the factors from these three studies are summarized in Table 2. The listed factors are abstracted to categories and may contain more than one individual factor presented in the studies, as well as, changes in wording due to the mapping to a uniform terminology. Additionally, the underlying theme or construct (challenges, failure factors etc.) was again mentioned in Table 2 to highlight the need for a careful interpretation when comparing the studies.

### Table 2. Factors identified in previous studies.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Theme/ construct</td>
<td>Challenges</td>
<td>Enablers and success factors</td>
<td>Challenges / failure factors</td>
<td>Readiness factors</td>
<td>Failure factors</td>
</tr>
<tr>
<td>Data</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Know how</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Infrastructure</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Project Management</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Communication</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Customer relation</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acceptance</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethics &amp; Legal Issues</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commitment</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Result validation</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Business Impact</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>User friendliness</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deployment</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Security</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Budget</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As shown in the table, some categories are mentioned by four out of five studies. One of the most prominent categories that was mentioned numerous times is data. As data is seen as the fuel for AI [41], it is not surprising that factors such as data quality, availability and governance are mentioned as important factors [6, 7, 22, 23]. In this category of our overview, we have summarized several factors that are dealt with in detail by the previous studies. For instance, Jöhnk et al. [23] list data flow as an interesting factor besides commonly mentioned factors like data availability, data accessibility and data quality. According to the authors, a good data flow enables AI professionals to “move data from its source to its use” by means of extract-transform-load processes, as well as, data pipelines and data streams. The work by Baier et al. [22] points to important challenges in the area of data, such as imbalanced data or encrypted training data. Another factor that has been mentioned by most of the studies is know how. In the context of SME, Bauer et al. [6] see a lack of dedicated ML experts as an important size-related challenge experienced by this type of companies. At the same time, they state that an existing team in the area of business intelligence or data science can be
an important success factor when it comes to the adoption of ML. This might be related to the fact that the use of ML models can be very challenging for employees that do not have a background in the field of data science. For this reason, other authors emphasize the need for user-friendly tools that enable non-technical employees to apply ML models [22]. Besides the obvious requirement of having a certain expertise in order to be able to work with AI-related technologies, an “AI awareness” also helps employees to have adequate expectations toward AI [23]. While many researchers focus on technical knowledge that is necessary for successful AI projects, one paper [22] also notices that domain knowledge can be crucial and can have an important implication on data quality. Ermakova et al. [7] see both, soft skills and hard skill, as important challenges for data-driven projects. Furthermore, different infrastructure-related factors seem to be a relevant challenges, for example regarding computational power. Depending on whether the necessary infrastructure is available in-house, time-consuming and complex investment decisions have to be made. However, due to cloud technologies, this problem can be mitigated [6, 22]. Factors that were mentioned by three of the studies are communication, customer relation, acceptance, as well as, ethics and legal issues.

While these prior studies provide seminal findings for their respective research aims, a number of research gaps remain with regard to the specific aim of our study. First, it has to be clearly stated that the results are not completely transferrable to our aim. As can be seen from Table 2, most of the prior studies have regarded different themes than failure. As previously stated, challenges, readiness factors or success factors can only be an approximation of failure factors. The study by Reis et al. [19] does deal with project failure. However, the research has been conducted in the specific context of healthcare and focuses on non-acceptance by users as one failure factor. The research by Ermakova et al. [7] does analyze failure in a more general context and is the most similar to this study. However, their object of analysis is data-driven projects as opposed to AI projects. It remains unclear, whether there is a significant difference in the definition that will have an impact on the results. Second, due to the limited number of studies and the mixed results, further research to corroborate the findings is necessary. The table shows that not all categories are mentioned in every study. The main reason for this might be the different focus of the studies. For example, Bauer et al. [6] focus on different company sizes while Jöhnk et al. [23] analyze readiness factors. Therefore, it can be concluded that collecting new empirical data for the specific question of AI project failure in a general context is clearly necessary. Finally, a comparison and synthesis of the related studies is required. The literature review in this section makes a first step toward an integrated discussion of the different papers.

3. Research design

For this study, a qualitative research design based on semi-structured expert interviews was chosen [24, 25]. Interviews are a common method in the IS discipline and have also been used as a method in prior related work (e.g. [6, 23]). The rationale behind choosing a qualitative methodology for this study is that the purpose of our study was to identify factors, as opposed to quantitatively testing them. In order to ensure the rigor of the qualitative research process, several measures were implemented [48]. These include critical discussion and reflection of methods and results throughout the different phases of the research process, as well as, redundant data analysis by different members of the team of authors, in order to minimize subjectivity and bias.

Following the recommendations for semi-structured interviews from the literature [49], we have developed an interview guide that consisted of a number of predetermined questions. However, the interviewer was also allowed to change the wording of questions, make clarifications and probe beyond the answers to the questions. As suggested by the methods literature, we have considered the objectives of our research, the type of data we were aiming to collect, as well as, conceptual areas from the literature review in the development of the instrument. Following common themes from the literature, we also included questions about challenges and success factors, besides our main concern, the question about project failure. Additionally, general introductory questions about project experiences and use cases were asked. The reason for this broad set of question was to stimulate an open discussion that will generate many aspects and ideas to be further discussed between the interviewer and respondents. However, for our framework of failure factors, as presented in the results section of this article, statements of the respondents were only considered if they explicitly referred to project failure. This was important in order to clearly distinguish between failure and challenges, as well as,
between failure and success factors. All other statements were discarded for the purpose of this study in order to be precise in the measurement of the concept of failure.

To select the interview candidates, we have applied purposeful sampling in order to collect information-rich data that will help to illuminate the research questions [50]. In the selection of the candidates, our main focus was to include a diverse range of respondents in order to be able to identify as many relevant determinants of project failure as possible. Therefore, the sample includes AI experts that have heterogeneous professional backgrounds in terms of industry and company sizes, but also career levels and roles in their organization (see Table 3). In the sample, several candidates from consulting and software development firms are included that have worked in projects with different companies. Such experts are of less interest as an single case, but rather represent a more comprehensive source of knowledge based on cases in many firms. Hence, we were able to obtain sufficient data with a relatively low number of interviews. Following the concept of data saturation [51], we have not pre-determined a sample size. Instead, conducting new interviews was discontinued at a point when no new concepts had emerged from the data anymore. All of the interviews were conducted as audio or video calls between January and February 2021 by one of our authors, except one interview that was delivered in written form.

Table 3. Interview candidates.

<table>
<thead>
<tr>
<th>#</th>
<th>Industry</th>
<th>Position</th>
<th>Focus/ expertise</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Plant engineering</td>
<td>Team leader</td>
<td>Robotics and visual recognition</td>
</tr>
<tr>
<td>2</td>
<td>Software development</td>
<td>Founder and CEO</td>
<td>Visual recognition</td>
</tr>
<tr>
<td>3</td>
<td>Consulting</td>
<td>Senior consultant</td>
<td>AI in general</td>
</tr>
<tr>
<td>4</td>
<td>Software development</td>
<td>Developer</td>
<td>Natural Language Processing</td>
</tr>
<tr>
<td>5</td>
<td>Automotive</td>
<td>Development engineer</td>
<td>AI in sensor fusion</td>
</tr>
<tr>
<td>6</td>
<td>Automotive</td>
<td>Middle management</td>
<td>Driver assistance systems</td>
</tr>
</tbody>
</table>

With the consent of the participants, the interviews were recorded and subsequently transcribed using AI-based speech recognition. Subsequently, we used an inductive approach based on established methods for the analysis of qualitative data [25, 26] to derive a hierarchical coding structure. In a first step, the transcripts were inductively coded in an open coding approach. Finally, the codes were aggregated to several levels of higher-level categories based on their similarity in order to derive the factors presented in the results section of this paper. In order to avoid subjectivity, this analysis was first done independently by all authors and revised several times in an iterative process, before the consolidated version was finalized.

4. Results

4.1 Overview

Using the data from the interviews, a total of 12 factors that can lead to failure of AI projects were identified [18]. Based on our inductive method, these factors were further aggregated into the following five categories: Unrealistic expectations, use case related issues, organizational constraints, lack of key resources and technological issues (see Table 4).

Table 4. Categories and factors identified in the interviews.

<table>
<thead>
<tr>
<th>Category</th>
<th>Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unrealistic expectations</td>
<td>Misunderstanding of AI capabilities</td>
</tr>
<tr>
<td></td>
<td>Thinking too big</td>
</tr>
<tr>
<td>Use case related issues</td>
<td>Missing value or cost-benefit ratio</td>
</tr>
<tr>
<td></td>
<td>Complexity</td>
</tr>
<tr>
<td></td>
<td>Low error tolerance</td>
</tr>
</tbody>
</table>
### Failure factors of AI projects: results from expert interviews

<table>
<thead>
<tr>
<th>Category</th>
<th>Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organizational constraints</td>
<td>Budget too low</td>
</tr>
<tr>
<td></td>
<td>Regulations</td>
</tr>
<tr>
<td>Lack of key resources</td>
<td>Lack of employees with expertise</td>
</tr>
<tr>
<td></td>
<td>Data availability</td>
</tr>
<tr>
<td>Technological issues</td>
<td>Model instability</td>
</tr>
<tr>
<td></td>
<td>Lack of transparency (black box problem)</td>
</tr>
<tr>
<td></td>
<td>Possible result manipulation</td>
</tr>
</tbody>
</table>

#### 4.2 Unrealistic expectations

Factors regarding the expectations of AI projects are summarized in the category unrealistic expectations. Stakeholders and project members are often not fully aware of AI capabilities. This can lead to misunderstandings about technologies to be used. AI projects are sometimes only entitled as AI but are, in fact, not using any AI-related technologies. As interviewee 1 states, “most people have no idea what AI is actually supposed to be”, resulting in the situation that large, rule-based systems with human-made, pre-defined rules are programmed that are not based on AI technology. The expert even goes so far as to say that these systems “are not AI, but fake”. Such projects can clearly be considered as failure since they do not really lead to AI adoption.

Another factor related to unrealistic expectations is “thinking too big”. If expectations rise and managers become overly ambitious, projects scopes are getting wider and wider, until it is mostly impossible to make the projects work due to the lack of focus. A more successful approach to AI adoption, according to one expert, would be to “think in small steps” instead, in order to incrementally develop workable solutions. The root cause of too big expectations might often be linked to “too large promises” (Interviewee 3) that have been made.

#### 4.3 Use case related issues

In general, use case related issues can also lead to project failure. The adoption of AI is sometimes done without value-adding use cases. In order to achieve a return on investment, value has to be generated, for instance by automating tasks that have previously been done by humans. If there are no additional revenues or cost savings, only expenses to introduce and operate the AI system, these projects fail in the sense of not delivering any economic benefits. One interviewee even stated, that “most use cases do not provide any value” (Interviewee 2).

Another failure factor is the use case complexity. If the complexity of a project surpasses the capabilities of the internal development teams, project can be “impossible to accomplish” (Interviewee 1). This means that project expectations and capabilities need to be aligned to prevent failure.

In special use cases, like autonomous driving, low error tolerance can lead to project failure. These use cases rely on precise and correct predictions and results, as error can have fatal outcomes. In AI projects, since the fidelity of results is only achieved after the models have been created, projects must be started first to verify accuracy. If the targeted and required accuracy is not achieved, projects are often discontinued.

#### 4.4 Organizational constraints

Factors in the category organizational constraints represent external impacts on projects from within the company or the environment. Projects involving AI often represent a risk due to the uncertainty of the outcome. Therefore, often insufficient resources are allocated, leading to premature termination as they are running out of budget. However, the fact that often too low budgets are assigned is not only due to a reluctance to invest, but also due to enormous budget requirements of AI projects. The budgets and resources are not only used to hire experts, but also to pay for training data and the training itself. Especially acquiring labelled datasets can be very expensive, as the generation of these datasets often requires a lot of human work in the first place. When these data are subsequently used to train AI models,
also this next step is a huge effort, according to Interviewee 6. Interestingly, it was also mentioned that cost for hardware is not a relevant factor, as required machines or devices have become relatively inexpensive.

Additionally, regulations, internal or external, can cause issues for AI projects. One interviewee said, that there were “bureaucratic hurdles to even only attach a Raspberry Pi to an industrial machine” (Interviewee 2). However, the extent of this factor presumably depends on the country and company.

4.5 Key resources

Key resources, or the lack of those, were often described as a major influence on AI project failure. Three of the interviewees said that the lack of expertise was a key reason for the failure of AI projects. For example, Interviewee 6 mentioned that projects “sometimes fail because of the competencies of the employees, to be honest”. This problem can be related to other issues, like low budgets, as one interviewee mentioned: “If you put the wrong person, a person without enough knowledge, on an AI project, it is possible that the budget gets blown without any outcomes” (Interviewee 1).

As AI models strongly depend on the quantity and quality of training data, data availability is a factor that influences the project outcome. As an interviewee from the automotive sector mentioned, AI projects fail because correctly labelled training data is often not available or too expensive. This factors is “maybe even the most important one”, according to Interviewee 6’s opinion.

4.6 Technology

The technology itself is also a factor that can lead to project failure. Although Interviewee 2 mentioned that the technical implementation is usually not a reason for project failure in his context, several other interviewees did mention technology-related issues that can be critical.

One mentioned aspect is model instability. Companies rely on consistent results when it comes to AI algorithms. As the algorithms and systems are updated, there is “no guarantee that the systems work exactly like the last one and gives the same results” (Interviewee 4). This unpredictable behavior can lead to the termination of projects.

Furthermore, AI algorithms lack transparency as of how the algorithms ended up getting the result. This issue is especially relevant for results of neural networks and referred to as the so-called black box problem.

Furthermore, models can be manipulated to produce different results, e.g. if street signs are manipulated with stickers, there might be a wrong result interpreting it. The possible error introduced by manipulation can be too high to safely use the AI, depending on the context.

5. Discussion

Our results show that there are a variety of factors that can lead to failure of AI projects. A closer look at the factors reveals some interesting insights. First, it can be seen that technological issues can be one reason for failure. However, the statements of the candidates have shown that failure often seems to occur because of non-technical factors such as false expectations or lack of resources. Especially the lack of expertise or competent employees was emphasized by several interview candidates. Second, many factors or their detailed characteristics can hardly be anticipated before the start of an AI project and therefore cannot be appropriately considered in the planning of such a project. This can be observed, for example, in the factor possible result manipulation. At the beginning of a project, it is impossible to predict all possible ways how a result can be manipulated. Other factors, like the actual complexity of a use case or model instability can be equally difficult to estimate or anticipate. Therefore, it seems difficult to completely avoid possible project failure due to such reasons or to manage these risks as they often only emerge in the course of the project. On the other hand, some of the factors can be anticipated and managed in advance. For example, the needed know how for an AI project can be evaluated and actions can be taken. Furthermore, it can be checked if sufficient data is available to start an AI project.
An important contribution of our research is to distinguish failure factors from related constructs that have been discussed in prior work, such as challenges, readiness factors or success factors. By comparing our results (Table 4) with the prior results from related work (Table 2), we are able to draw the following conclusion: The factors know how [6, 7, 22, 23], business impact [22, 23] and result validation [6, 22] can be confirmed as being not only a challenge, but indeed critical for AI failure. Also data is a critical factor, when it comes to availability of suitable data. It can thus be seen that some of the already known challenges can also be concrete reasons for failure. On the other hand, some prominent factors from previous studies seem to be not as important for failure. These include the factors infrastructure, communication, deployment, user friendliness and customer relation. A possible explanation for the lower relevance with regard to failure is that these factors might indeed be relevant challenges in AI projects, but problems can be resolved if they occur and thus do not lead to project failure. For example, in the case of infrastructure, it is likely that problems related to this category can be resolved by investing in new on-site infrastructure or using cloud-based solutions.

Our research has additionally uncovered factors that have not been previously identified as failure factors or related constructs. These include unrealistic expectations and the specific technological issues of model instability and possible result manipulation. Overall, it can be summarized, that our study partially confirms prior results and also contributes new failure factors to the body of knowledge. Especially, regarding the prior study that is most similar to ours in terms of the research question [7], it seems that the results complement each other. However, due to the different methodology, measurement and classification of the factors, it is difficult to directly compare the results.

While we already have outlined previous related studies in the context of AI in section 2.2, it is also interesting to compare and synthesize our results with further findings from a broader context in order to discuss similarities and differences between different, related fields. Before the individual factors will be discussed in the subsequent paragraph, an overview of related context, as well as, seminal papers from the respective fields, is given. The first related context is the formulation of digital business strategies. For example, Holotiuk and Beimborn [43] have developed their Digital Business Strategy Framework based on a review of industry reports on digitalization. They have derived 40 critical success factors that are sorted into eight dimensions: sales and customer experience, culture and leadership, capabilities and HR competencies, foresight and vision, data and IT, operations and organization. Schuler and Schlegel [45] present a framework for corporate AI strategy formulation based on a systematic literature review that is supposed to outline important considerations when approaching AI adoption in a holistic approach. Based on inductive coding of factors extracted from the literature, they state that companies need to think about their capabilities, use cases, data, infrastructure and organization, as well as, ethical/legal constraints and managerial processes. The second stream of literature that can be considered as a related context is Big Data, being defined as data having high volume, velocity and variety, coming from different sources such as social media and video [47]. In his seminal paper, Watson [47] outlines success factors that organizations should consider in order to exploit the potential of big data analytics. According to the author, the factors include “a clear business need, strong committed sponsorship, alignment between the business and IT strategies, a fact-based decision-making culture, a strong data infrastructure, the right analytical tools, and people skilled in the use of analytics” [47]. In a similar vein, Saltz and Shamshurin [44] discuss key factors for a project’s success in the context of Big Data team process methodologies. They find a large number of success factors that are categorized into the categories data, governance, process, objectives, team and tools. Finally, Phillips-Wren and Hoskisson [46] have conducted case study research in order to identify management challenges when it comes to formulating a big data strategy in the context of customer relationship management (CRM) in mid-sized hospitality industry firms. According to their results, the dimensions customer, CRM process, organizational alignment and CRM outputs need to be considered. They also identify common challenges such as inconsistent and unstandardized data, relevant data not known, leadership, finding people with relevant skills.

Comparing these results from a broader context and synthesizing them with our own research, it turns out that especially two factors that we have summarized as “key resources” in our research seem to be universally important, as they can be found in all of the studies in related fields: first, employees with relevant skills, and second, data-related factors.
(1) Employees with relevant skills: When it comes to digital business strategy, capabilities and competencies that will be required in the future, do not only encompass technological skills, but also the capability to redesign value chains and business models [43]. In the context of Big Data, Phillips-Wren and Hoskisson [46] explain the necessity to combine domain knowledge with analytical skills in order to provide business insights and improve decision-making. Not only on individual employee level, but also when it comes to team work, multidisciplinarity is stressed as a success factor in other studies [44]. Watson [47] states that different types of big data analytics users need have different roles which require different skillsets. On one end of the continuum, there are end users that need to have an understanding of the data’s business impact without having to know the detailed functionality of algorithms. On the other hand, there are highly-trained data scientists who search for patterns in the data [47]. Despite the obvious importance of employees’ skills and competencies, according to some authors, top managers in many firms have “not yet worked out strategies for recruiting and training the talent needed to get the most value from intelligent systems.” [52]. It is therefore recommended that managers identify employees who are “both willing and able to collaborate with smart machines” [52]. An interesting question with regard to hiring and training is whether existing internal employees that become obsolete due to digital transformation can be reskilled and trained into highly-required digital profiles, or whether these skills need to be hired externally. Based on an analysis of job profiles in the context of robotic process automation (RPA), one study highly doubts the reskilling hypothesis due to the specific nature of the technical skills that are required in this technology [53], which certainly can also be transferred to the field of AI. Other authors [23] see upskilling as an important organizational necessity in order to enable staff to develop new AI-related skills.

(2) Data-related factors: In the context of Big Data, the literature highlights the importance of a strong data infrastructure: “When a strong data infrastructure is in place, applications can often be developed in days. Without a strong data infrastructure, applications may never be completed.” [47]. In his article, Watson [47] discusses different relevant technological developments that have taken place in recent years, including CPU improvements, in-database analytics and columnar databases. Other authors focus less on the technical infrastructure and more on the data itself. Based on their case study in the hospitality sector, Phillips-Wren and Hoskisson [46] report day-to-day challenges when dealing with data, for example that users are not aware of the original source of data that is delivered by the IT department which leads to trust issues as these data are often also inconsistent. Several authors [43, 47] suggest using data and information from one central source in order to rely on one “single version (or source) of the truth for decision support data” [47]. Finally, further success factors related to data that have been identified in prior research are data quality management and ownership, as well as, data integration and security [44].

This discussion shows that there are indeed both, similarities, and differences between our results and the related prior research, as well as, the AI field and related contexts such as Big Data. The main similarity is certainly the importance of the general themes of people and know how, as well as, data-related factors. However, when it comes to the data-related factors, it has to be acknowledged that this is a very broad theme and the factors indeed do differ substantially when having a closer look. As previously noted, general aspects of data infrastructure and data management were emphasized in the literature in both the AI and Big Data field. However, our research has shown that these aspects are not critical to failure. Instead, the mere availability of labelled training data for the AI models is a key constraint. In a similar vein, some of the categories we have identified in our research are highly specific to AI. These include for example the problem of unrealistic expectations based on misunderstanding of AI capabilities and thinking too big. But also use case related issues such as the high complexity in AI projects, as well as, domain-specific technological issues including model instability and the black box problem, are specific to AI. On the other hand, it might be possible to transfer some findings from related fields to our context in order to give more specific guidance for the proactive management of failure factors. For example, regarding the management of skills and competencies in the firm by hiring and training employees, the existing body of literature from related contexts can be consulted to get further advise.
6. Conclusions

6.1 Summary and contribution to knowledge

The evidence from this study suggests that there are several factors that can lead to success or failure of AI projects. On the one hand, these factors include technological issues such as model instability or the black box problem. On the other hand, especially non-technical factors seem to play an important role, including misunderstanding of AI capabilities, or missing economic value of projects. Moreover, the lack of two types of key resources, employees with relevant expertise and adequate data, often lead to project failure. A comparison with prior studies from the context of AI and related field shows that these two key resources seem to common challenges in AI projects, as well as, Big Data and digital strategy contexts.

Our research makes a number of important contributions to the field. First of all, our research has underlined the importance of distinguishing between general challenges and failure factors of AI projects. Based on new empirical data, our study contributes to knowledge by making this distinction for previously known factors. For example, having adequate infrastructure to develop and employ AI applications, which has previously been identified as a challenge, is not a critical factor for project failure. Second, our new empirical data contributes to knowledge by identifying new factors such as unrealistic expectations. Finally, our article has synthesized and compared prior results from related work, as well as, embedded the results into the wider context of digital strategy and Big Data.

6.2 Implications

The findings of our research have important managerial implications for organizations that are planning to adopt AI. While some of the failure factors are hard to anticipate and manage, the relevance of other typical factors for a particular organization can easily be clarified in advance. Managers are advised to have clear and honest look at their organizations’ capabilities and resources, as well as, their own expectations and understanding of AI, before starting an AI project. It is also recommended to conduct a systematic feasibility analysis before starting specific AI projects. After an evaluation of potential critical risks, appropriate measures can be taken to mitigate these risks.

If the risk of failure is estimated as too high, an honest acknowledgement of the organization’s lack of AI readiness, combined with a mid-term roadmap to improve the capabilities, might be a better advise than rushing into disaster with one’s eyes open. In order to improve their organizations’ readiness for AI, especially the two key resources employees and data should be developed in the medium term by investing in upskilling and recruiting of high-profile employees, as well as, data infrastructure and management.

6.3 Limitations and further research

Our work may have some limitations. Given the qualitative approach and small sample size of our study, caution must be used in generalizing the findings or transferring them to other contexts. Additionally, due to the dynamic nature of the topic, we regard the results as a snapshot of current failure factors that has been taken in a certain moment and may evolve over time. Therefore, the results might have to be updated on an ongoing basis. However, the discussion of this study’s results has shown that the results are overall plausible when comparing them to related studies which underlines the trustworthiness and credibility of our research.

Despite the limitations, we believe that our work lays the ground for further research in this area. We propose that further quantitative studies should be conducted to corroborate our findings and generate representative results based on the categories and factors identified in this study. For example, survey research design can be used to generate quantitative results on project failure, taking our identified factors, supplemented by other similar studies [7] as a basis for the design of the survey instrument. Additionally, future projects could deal with the question, how project failure can be avoided by systematically evaluating the risk factors found in this study.
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