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Abstract:

With its remarkable ability to generate content, generative artificial intelligence (GAI) has been recognized as a milestone in the development of artificial general intelligence. To understand the challenges, potential impact, and implications associated with GAI, we adopt a socio-technical perspective to analyze them. First, we identify the key characteristics of GAI, which include content generation, generalization ability, and reinforcement learning based on human feedback. Next, we address technological, ethical, societal, economic, regulatory, and governance challenges. Finally, we deploy activity theory to explore research directions in GAI. Research questions that warrant further investigation include how GAI may impact the future of work, how GAI can collaborate effectively with humans, and how we can improve the transparency of GAI models as well as mitigate biases and misinformation in GAI to achieve ethical and responsible GAI.
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1 Introduction

Large generative artificial intelligence (GAI) models have attracted worldwide attention since the release of OpenAI’s ChatGPT, a Large Language Model that integrates the Generative Pre-trained Transformer (GPT) architecture. The GPT architecture uses artificial intelligence (AI), or more specifically, machine learning algorithms, to generate content by pre-training on a large corpus of data and then fine-tuning for specific tasks. ChatGPT can answer users’ questions fluently and in a human-like way. It has the ability to not only converse and reason but also remember the context of dialogs. It can generate content such as poems, songs, and codes. The latest release, GPT-4, has powerful capacities for processing multimodal information. GAI, such as GPT-4, comprises a set of algorithms that are capable of extracting information from training data, which include text (e.g., GPT-3.5, Claude), images (e.g., DALLE-2, Stable Diffusion), and audio (e.g., musicLM), and generating novel content after learning the patterns from the data (Sun et al., 2022).

Compared with other AI models, GAI models are distinct in that they have the capacity to generate original content (Hacker et al., 2023). This characteristic stems from their ability to learn patterns and relationships from training data without explicit guidance about specific features to focus on (Hacker et al., 2023). Large generative models utilize several techniques to acquire this ability. For instance, models may use self-attention in transformers to allocate different weights to individual words and capture the dependency and contextual relationships within sequences (Zhang et al., 2023). Also, they may use unlabelled data to leverage a universal representation beyond word-level information (Zhang et al., 2023).

New technologies can introduce novel possibilities and affordances for interacting with humans. In the case of GAI, the ability to produce original content can give rise to many possible applications. The impact of a new technology is not merely determined by the technology itself (Baxter & Sommerville, 2011). A holistic approach is needed to understand the technology in the socio-cultural and organizational contexts in which it is deployed (Hasan & Kazlauskas, 2014). Specifically, we identify and address research gaps associated with GAI by deploying a socio-technical perspective to understand the impact of the technology and propose future research directions. Hence, we first review the fundamental characteristics of GAI, explore the emerging challenges they give rise to, identify research gaps stemming from these characteristics and challenges, and present future research directions based on the framework of activity theory.

2 Characteristics of Generative AI

Prior to situating GAI within a broader context, it is important to identify its key characteristics to better understand its potential, application, and impact in the socio-technical system. In this section, we discuss three key characteristics of GAI: content generation, generalization ability, and reinforcement learning using human feedback.

2.1 Content Generation

GAI refers to a class of algorithms that can learn from training data to generate new content (Sun et al., 2022). The ability to generate original content makes it distinct from other AI models that are designed to make predictions or classifications (Hacker et al., 2023). The mechanism behind this ability lies in the large-scale pre-training in which the model extracts and learns universal representations of information extracted from the training data (Radford et al., 2018). Examples of the representations it can learn include linguistic structures (Radford et al., 2018), image representations (Chen et al., 2020), and relationships between textual descriptions and images (Mu et al., 2022). GAI models can then generate new content after learning these representations. For example, GAI calculates the probabilities of subsequent word-level tokens based on the previously generated tokens and the context for text generation (Lee, 2023). The ability to generate original content increases its potential applications such as art creation and commercial advertisement generation (Cao et al., 2023). They can also be utilized in chatbots to carry out long and context-specific conversations (Dwivedi, Kshetri et al., 2023).

2.2 Generalization Ability

Another key feature of GAI is its enhanced generalization ability in which the model can adapt to previously unseen data and perform well. GAI can be used in a wide range of tasks including creating poems, analyzing data, and coding. Many machine learning systems function as narrow experts – excelling at tasks they were trained for using supervised learning on a large dataset (Radford et al., 2019). However, these systems...
could fail when the task and data distribution change slightly. Their need for manually labeled data restricts their applicability in domains that are short on annotated data (Radford et al., 2019). According to Radford et al. (2019), the lack of generalization is mainly due to the lack of variety in datasets and tasks. Thus, GPT models utilize pre-training on a large unlabeled text corpus that contains billions of tokens to learn a universal representation that transfers with little adaptation to a wide range of tasks (Radford et al., 2018). High generalization ability not only means the model is applicable to different settings but also implies the model can capture the underlying patterns and structures in the data well which helps to improve creativity, variety, and reasoning in content generation.

### 2.3 Reinforcement Learning Based on Human Feedback

The use of large-scale, unsupervised pre-training, followed by supervised fine-tuning using human feedback, has characterized GAI’s ability to model users’ needs and intentions along with human-generated content. The use of extensive input data during the pre-training phase facilitates the model’s ability to learn a huge variety of content, but it does not guarantee the output will consistently align with the user’s intention (Cao et al., 2023). Thus, reinforcement learning using human feedback is applied in the fine-tuning phase of training, including in generative models such as Sparrow, InstructGPT, and ChatGPT (Ouyang et al., 2022; Glaese et al., 2022). For ChatGPT, humans rate the answers from the GPT model and these ratings are, in turn, used to train a reward model based on reinforcement learning (Ouyang et al., 2022). Through supervised learning using humans’ ratings, ChatGPT is able to better identify users’ intentions and preferences in their prompts.

Human feedback is also used in subsequent versions and releases of GAI products in which users can further rate responses from the algorithm. In addition, users’ prompts may be collected as training data for the model. This process can be seen as an effective co-teaming of humans and algorithms (Dwivedi, Kshetri et al., 2023). The users’ prompts are not only one-way instructions but also feedback for the algorithms. The communication loop between humans and GAI models can be viewed as an advancement in human-AI collaboration.

### 3 What Challenges Does Generative AI Bring?

To understand the challenges, potential, and value of GAI, we need to view it as an integral component of a larger socio-technical system. As an emerging technology, GAI can make significant impacts on society, including economic, ethical, legal, and regulatory. For example, when applied in the content creation industry, intellectual property rights may need to be revisited to acknowledge AI as another source of content generation. Therefore, we need to shift our focus to the broader social context and investigate GAI as a “technology in practice” (Orlikowski, 2000). In this section, we explore the challenges that emerge when GAI is situated within a socio-technical system and offer insights into how GAI interacts with other factors in a socio-technical system.

#### 3.1 Technological Challenges

GAI poses technological challenges and limitations as a user-oriented product. First, GAI models have limited explainability and transparency. It is hard to interpret and know how a GAI model created its output (Dwivedi, Kshetri et al., 2023). The lack of transparency makes it challenging for users to discover mistakes or potential risks in its output (Dwivedi, Kshetri et al., 2023). It will also impede users from trusting it, especially in highly consequential and ethical situations (Doran et al., 2017). Second, GAI models may respond to users’ prompts with unreasonable output (Ji et al., 2023). As mentioned earlier, GAI models do not understand the underlying semantics of the given training data, and the content they generate is based on the outcome of the probabilistic computations for the next token (Lee, 2023). Thereby, GAI models may fabricate information and generate misinformation as a consequence (OpenAI, 2022), with such phenomena being referred to as hallucinations. Third, authenticity is another issue associated with GAI-generated content. GAI can create vivid photos and videos about events that look real but have never happened. Users can easily manipulate photos and generate fake faces using DeepFake AI (Gragnaniello et al., 2022). Combined with social media, these fake contents are becoming an increasing menace as they can exacerbate the proliferation of fake news and rumors (Te’eni & Ho, 2022).
3.2 Ethical Challenges

GAI focuses on the optimization of the models’ output and response efficiency. However, the optimization of performance may conflict with ethical principles. First, biases may be present in the models’ output as AI is constrained by the constructed ground truth of its training data (Lebovitz et al., 2021). When the training data only represents a fraction of the population, exclusionary norms could give rise to biases during training. The patterns, preferences, or needs of a larger population may end up being overlooked (Zhuo et al., 2023). Further, the complex architecture of the GAI models may capture and embed biases in the input, all of which may accumulate through many iterations of the model and become harder to eliminate (Liu et al., 2021). Human-ML (machine learning) augmentation, where humans and algorithms work together in decision-making, is one possible solution to address AI biases (Teodorescu et al., 2021). Another way is to use synthetic data to train the model (Chen et al., 2021). Synthetic data refers to artificial data that captures the structure of real data sets rather than data extracted directly from the real world (Draghi et al., 2021). Machine learning tools, such as the Generative Adversarial Network, have been used to generate data samples that have not been adequately represented in the data set to help overcome biases (Norori et al., 2021).

Second, GAI models may generate harmful content that is violent or offensive. Despite strict rules set by GAI platforms to avoid displaying such content, these rules could be broken by strategic prompts, such as prompts that elicit DAN (Do Anything Now) or other jailbreaker modes of ChatGPT to generate illegal or immoral responses. Third, GAI can raise data privacy and security concerns. Data gathered from crawled web pages may include personal information that threatens privacy (Siau & Wang, 2020). With the widespread adoption of GAI tools, sensitive data involving individuals or organizations could be inadvertently leaked by GAI platforms (Porter, 2023). As GAI gradually becomes an inseparable part of our work and daily life, data privacy and security are important issues that warrant attention.

3.3 Societal and Economic Challenges

GAI may bring challenges to society and the economy. First, it may widen the digital divide in society (Carter et al., 2020). The topic of the digital divide created heated discussions in the mid-1990s when the popularization of the World Wide Web raised concerns of an exacerbated North-South divide (Norris, 2001). Initially, it was used to refer to the gap in accessing the Internet infrastructure due to demographic differences such as income, gender, and region of residence (Norris, 2001). However, this conceptualization was criticized for dichotomizing the difference as “connected” versus “disconnected” (Selwyn, 2004), which suggests that the gap can be easily bridged by providing access to those “disconnected.” The digital divide was later reconceptualized by Selwyn (2004) as a hierarchy of access to technologies, leading to a varying degree of involvement with technology and participation in activities.

In the context of GAI, access to the technology may vary across countries or geographical regions. Depending on where one lives, there may be full, restricted, or even no access to GAI products. Such differences can lead to distinct differences in GAI usage, which widen the digital divide in society and across the globe. There is also a second-level digital divide that refers to the gap in Internet skills and usage in different regions (Scheerder et al., 2017). Differing attitudes across different regions and cultures on GAI utilization could also widen the digital divide (Dwivedi, Kshetri et al., 2023). Although GAI may enlarge the digital divide, it may bridge the digital divide from another perspective. GAI can help to simplify our interactions with machines, as well as help generate codes, texts, and images using natural language instructions. It can help those with lower digital literacy, such as some elderly and people without access to digital literacy education, to accomplish complex tasks with the aid of GAI.

Second, GAI may potentially replace jobs and increase unemployment (Wang & Siau, 2019; Zarihnonavar, 2023). Companies that deploy more industrial AI technologies are hiring less low-skilled workers (Li et al., 2021). Some ‘rule-based’ jobs requiring little or no creativity, emotions, or physical labor, such as data analysts, interpreters, and customer service agents, may become redundant as GAI continues to advance. On the other hand, there are optimistic opinions about GAI’s impact on labor markets. Huang and Rust (2018) hold the view that AI replacement happens more at a task level than job level. Hence, the application of GAI may not lead to job losses per se but may create changes in workforce compositions (Das, 2023).

Third, concerns about income inequality and monopolies associated with the adoption of GAI have also been raised. As mentioned earlier, GAI may increase work efficiency and replace some low-skilled jobs. Those who make a living from jobs that could be replaced by GAI may lack the skills for a job transformation. Moreover, the income gap may widen between those who have upgraded their skills to utilize GAI tools and...
those who have not. Organizations need abundant resources to train and utilize large personalized GAI. Companies that have the resources to embed GAI into their workflows will gain competitive advantages over companies that do not.

3.4 Regulatory and Governance Challenges

As GAI brings new affordances to human-AI interaction, regulations and governance will face new challenges (Wan et al., 2022). First, current laws and regulations have become inadequate to account for new phenomena brought about by GAI (Hacker et al., 2023). For example, a significant advancement of GAI is original content generation. GAI’s content generation is derived from training data that contains the original work of humans in which the artistic styles of writing, speaking, and painting, for example, are learned and imitated by GAI. For example, GAI can learn to write like William Shakespeare (see an example at https://www.hyperwriteai.com/aitools/write-like-shakespeare) and compose like Wolfgang Amadeus Mozart (see an example at https://openai.com/research/musenet). Hence, intellectual property rights are brought into question with GAI.

Copyright laws need to further define or redefine copyright violations in the era of GAI. Examples of issues include appropriate authorship or acknowledgment associated with content jointly generated by GAI (McCormack et al., 2019). Violations of laws associated with GAI will be the impetus for changes to existing laws and regulations (Shneiderman, 2020). AI governance can be another challenge for organizations, governmental agencies, and regulatory bodies (Taeihagh, 2021). Due to the lack of transparency of GAI models, it can be difficult to assess their output for accuracy or control the generation of the output to avoid the display of inappropriate content. It is also hard to control the data flow across the entire life cycle because of data fragmentation that occurs during the training process (Taeihagh, 2021). Thus, it is difficult to assess biases and errors in the data, posing challenges to the governance of GAI.

4 Future Research Directions Based on Activity System Analysis

In this section, we propose research questions and directions in GAI based on activity system analysis. We use activity theory as the overarching framework to guide the system analysis.

4.1 What is Activity System Analysis?

Activity system analysis is an approach used to analyze human activity situated in a collective context (Yamagata-Lynch, 2010; Engeström, 2014). Its origin is based on the Cultural-Historical Activity Theory (CHAT) proposed by Lev Vygotsky. Vygotsky did not agree with the mainstream idea that organisms and the environment are two disembodied entities that should be studied separately (Bakhurst, 2009). Vygotsky believed that human consciousness was developed only through mediated action in cultural, historical, and institutional settings (Hasan & Kazlauskas, 2014). Hence, he proposed building the connection between an individual and the environment by modeling the mediated action. The subject, the object, and the mediating artifact/tool form the mediated action triangle (top half of Figure 1).

Following Vygotsky’s (1978) work, his student, Leont’ev (1978), identified object-oriented activity as the unit for analysis. Engeström (2014) further included the components of rules, community, and division of labor into the triangle (bottom half of Figure 1) and developed the activity system analysis. These elements supplemented the socio-historical aspects of mediated action. In general, CHAT posits that human activity is object-oriented (i.e., motivated and directed by specific objects) and is achieved by actions through the use of tools, which can be either physical or psychological (Hasan & Kazlauskas, 2014). Systemic contradictions arise when elements within an activity system or between different activity systems change and conflict with each other. The methodology of activity system analysis involves applying the activity system framework to analyze activities and contradictions in a complex system.

Over the past three decades, activity theory has been studied and applied in the information systems area (Karanasios, 2018; Karanasios & Allen, 2018), including in human-computer interaction (Kuutti, 1996; Clemmensen et al., 2016; Pang et al., 2020; Dolata et al., 2023). The activity theory framework enables simultaneous considerations of human-technology interaction at different levels, including individual, organizational, and societal. It is consistent with the “practice turn” emerging from the human-computer interaction area, which shifts away from focusing on the interaction between users and artifacts toward viewing the whole activity in the historical and social context (Kaptelinin & Nardi, 2012; Kuutti & Bannon, 2014). Activity theory has been applied in system analysis (Kaptelinin et al., 1999) and system evaluation.
(Quek & Shah, 2004). It has also been applied in organizational information system usage contexts. For example, applications include studying ambulance service systems in hospitals (Allen et al., 2013) and knowledge flow barriers in healthcare organizations (Lin et al., 2008). The activity system is societally motivated, representing a collective of human ‘doing’ towards organizational and societal objectives (Engeström, 2001). The activity theory helps when designing digital tools by shifting the focus from one-user interaction to the social context and from the lab context into real-world applications (Dolata et al., 2023). The use of activity theory in the information systems field emphasizes connecting the organism with the context, which aligns with our intention to understand GAI from a more holistic perspective.

Figure 1. The Activity System by Engeström (Adapted from Engeström, 2014)

The activity system developed by Engeström (2014) provides a meaningful framework to analyze the trends and research directions GAI may bring. Citing Leont’ev (1978), Kaptelinin and Nardi (2006) defined an activity as “a purposeful interaction of the subject with the world, a process in which mutual transformations between the poles of ‘subject–object’ are accomplished” (p. 31). With a focus on users of GAI, the activity in this context refers to individual or organizational users deploying GAI as a tool to achieve certain objectives, while being sanctioned and empowered by rules, community norms, and division of labor. The activity system can be structured as shown in Figure 2.

Table 1 provides descriptions of the various components of the activity system.

4.2 Proposed Research Directions Based on the Activity Theory Framework

Having explained the activity system, this section will utilize the activity system framework to propose future research directions in GAI. The distinctive characteristics of GAI – the ability to generate new content, high generalization capability, and reinforcement learning based on human feedback – can bring about new possibilities for users when they switch from conventional tools to GAI, potentially transforming the nature of their jobs. However, this transformation is also the source of contradictions in the activity system. Contradictions are accumulated structural tensions within and between activity systems heightened by ongoing transitions and transformations (Leont’ev, 1978; Engeström, 2001). They are also the “motive force of further change and development” (Engeström, 2001). By analyzing the potential contradictions brought about by GAI using the activity system, we can better address the gaps and directions for future research.

According to Engeström (2014), there are four levels of contradictions in human activity systems:

1. Contradictions within each element of the central activity system, such as limitations of a tool;
2. Contradictions between elements of the central activity system, such as contradictions between a subject’s expectations of a tool and the usability of the tool;
3. Contradictions between the current central activity system and a more culturally advanced form of activity system, such as the automation of certain activities by a new technology;
4. Contradictions between the central activity system and its neighbor activity systems, such as contradictions between users’ technology-using activity and their company’s technology-developing activity.

We discuss the research directions of GAI based on these four levels of contradictions: contradictions within the elements, between the elements, between more advanced activity systems and the central system, and between different activity systems. Figure 3 illustrates these four levels of contradictions.

<table>
<thead>
<tr>
<th>Component</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subject</td>
<td>The individual or group of individuals that executes the activity (Yamagata-Lynch, 2010). In the context of GAI usage, the subject refers to GAI users, including individual and organizational users.</td>
</tr>
<tr>
<td>Tool</td>
<td>The physical or psychological artifact that mediates the activity and acts as a resource for the subject (Hasan &amp; Kazlauskas, 2014; Yamagata-Lynch, 2010). In the context of GAI usage, the tool refers to artifacts/products that incorporate GAI technology.</td>
</tr>
<tr>
<td>Object</td>
<td>The focus and purpose of the activity (Hasan &amp; Kazlauskas, 2014). In the context of GAI usage, the object refers to users’ motives to utilize GAI, such as to increase work efficiency or productivity, to entertain himself/herself, or to get inspiration for a task.</td>
</tr>
<tr>
<td>Rules</td>
<td>The formal and informal regulations that restrict or impact activities (Yamagata-Lynch, 2010). In the context of GAI usage, rules refer to human ethics, regulations, and laws that are related to the use of GAI.</td>
</tr>
<tr>
<td>Community</td>
<td>The collective view of the social context where the subject is situated, such as the social group that the subject belongs to (Yamagata-Lynch, 2010). In the context of GAI usage, the community refers to the social groups that the user belongs to, or other social actors that could exert influence on GAI usage.</td>
</tr>
<tr>
<td>Division of labor</td>
<td>The task specialization by members of the community (Jonassen &amp; Rohrer-Murphy, 1999). GAI usage may have an impact on the division of labor established before GAI was introduced, such as the replacement and displacement of certain jobs, and the emergence of new jobs. At the macro level, certain industries will face disruptions brought by GAI.</td>
</tr>
<tr>
<td>Outcomes</td>
<td>The execution results of the activity (Jonassen &amp; Rohrer-Murphy, 1999). Outcomes differ from the object as outcomes could be something unexpected. The use of GAI may have diverse outcomes, such as work efficiency, user habits, and AI literacy.</td>
</tr>
</tbody>
</table>
First, GAI can cause contradictions within the elements of the activity system. For example, its limitations in transparency and explainability may fail to meet users’ expectations. The difficulty in distinguishing between GAI-generated content and human-generated content can also raise concerns for teachers. These limitations of GAI give rise to contradictions within the tool and motivate investigations for further development. The subject (i.e., users) may also face contradictions. As the tool advances, skills needed for GAI usage (e.g., prompting strategies and fact-checking) continue to change, while the basic AI literacies that everyone is expected to possess are also transformed with the advancement of GAI. Users’ current literacies may fail to meet these requirements, thus leading to consequences such as unethical use and propagation of misinformation (Li et al., 2022). These problems contribute to contradictions for users. Similarly, the advancement of GAI tools also triggers contradictions within the object, rules, community, division of labor, and outcome, which become sources of research gaps that offer directions for future research. Research directions and research questions arising within elements are outlined in Table 2.

**Table 2. Research Directions Arising within Elements**

<table>
<thead>
<tr>
<th>Element</th>
<th>Research directions</th>
<th>Research questions</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tool</td>
<td>Transparency and explainability</td>
<td>How can we improve the transparency and explainability of GAI?</td>
<td>Berente et al. (2021), Sun et al. (2022), Dwivedi, Kshetri et al. (2023)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>What kind of transparency and explainability is needed for GAI users?</td>
<td>Jovanovic &amp; Campbell (2022)</td>
</tr>
<tr>
<td></td>
<td>Content assessment</td>
<td>What criteria can be used to evaluate the quality of AI-generated content, such as accuracy, originality, and impartiality?</td>
<td>Dwivedi, Kshetri et al. (2023)</td>
</tr>
<tr>
<td></td>
<td>AI-generated content detection</td>
<td>How can we detect AI-generated content with accuracy?</td>
<td>Chen et al. (2023)</td>
</tr>
<tr>
<td></td>
<td>Interface design</td>
<td>What is the best interface method for GAI to improve its user adoption?</td>
<td>Gursoy et al. (2023)</td>
</tr>
</tbody>
</table>
### Table 2. Research Directions Arising within Elements

<table>
<thead>
<tr>
<th>Subject</th>
<th>Object</th>
<th>Research Question</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>User acceptance</td>
<td>Applicable issues</td>
<td>What factors impact user acceptance of GAI?</td>
<td>Gursoy et al. (2023)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>What factors influence the acceptance of GAI tools in organizations?</td>
<td>Agrawal (2023)</td>
</tr>
<tr>
<td>Requirements for users</td>
<td></td>
<td>What skills and capabilities are necessary in the era powered by GAI?</td>
<td>Dwivedi, Kshetri et al. (2023)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>What kind of AI literacy is needed for the adoption of GAI?</td>
<td>Bozkurt (2023)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>How can we train or coach users to use GAI in a responsible and ethical way?</td>
<td>Mhlanga (2023)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>What are the key factors for successful GAI implementation in organizations?</td>
<td>Dwivedi, Pandey et al. (2023), Agrawal (2023)</td>
</tr>
<tr>
<td>Object</td>
<td>Applicable issues</td>
<td>How can we use generative AI-powered tools to address global grand challenges (e.g., environmental protection, and Sustainable Development Goals)?</td>
<td>Dwivedi, Kshetri et al. (2023)</td>
</tr>
<tr>
<td>Responsible and ethical AI</td>
<td></td>
<td>What are responsible and ethical policies for GAI?</td>
<td>Dwivedi, Kshetri et al. (2023)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Can we create responsible and ethical GAI through data filtering and AI regulations?</td>
<td>Jovanovic &amp; Campbell (2022)</td>
</tr>
<tr>
<td>Rules</td>
<td></td>
<td>What biases could be introduced into GAI by the training data and processes?</td>
<td>Dwivedi, Kshetri et al. (2023), Susarla et al. (2023)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>How can we reduce the biases in GAI?</td>
<td>Schramowski et al. (2022)</td>
</tr>
<tr>
<td>Intellectual property rights protection</td>
<td></td>
<td>Are the current intellectual property rights protection applicable for GAI?</td>
<td>Zhong et al. (2023)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>How can we develop a more comprehensive set of metrics for intellectual property rights protection that applies to GAI?</td>
<td>Zhong et al. (2023)</td>
</tr>
<tr>
<td>Community</td>
<td>Impact on social interactions</td>
<td>How will GAI shape social and personal interactions in society?</td>
<td>Dwivedi, Kshetri et al. (2023)</td>
</tr>
<tr>
<td>Division of labor</td>
<td></td>
<td>How will the labor market be reshaped by GAI in the short and long term?</td>
<td>Nah et al. (2023)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>What types of jobs may be replaced by GAI, and what types of new jobs may be created by the deployment of GAI?</td>
<td>Zarifhonarvar (2023)</td>
</tr>
<tr>
<td>Industry disruption</td>
<td></td>
<td>What effects and disruptions may GAI bring to different industries, such as tourism, e-commerce, arts, and entertainment?</td>
<td>Gursoy et al. (2023)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>What new business models can be created by the use of GAI?</td>
<td>Dwivedi, Kshetri et al. (2023)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>How can GAI facilitate the digital transformation of different industries?</td>
<td>Dwivedi, Kshetri et al. (2023)</td>
</tr>
<tr>
<td>Outcome</td>
<td></td>
<td>How can GAI improve consumer experience and satisfaction?</td>
<td>Gursoy et al. (2023)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>How can GAI be used appropriately to improve the learning experience and achievement of students?</td>
<td>Dwivedi, Kshetri et al. (2023)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>How will the use of GAI impact users’ information search behavior?</td>
<td>Gursoy et al. (2023), Pan et al. (2023)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>How will the use of GAI impact users’ decision-making process?</td>
<td>Gursoy et al. (2023)</td>
</tr>
</tbody>
</table>
Elements in an activity system are not isolated or stand-alone. Instead, contradictions exist between them. The most prominent contradictions between elements are those between subjects (e.g., users) and the tool (i.e., GAI in this context). Users and GAI are the two fundamental elements underlying our focal activity, in which users utilize GAI to fulfill their needs or goals. Human-AI relationship, human-AI collaboration, the role of GAI, and knowledge co-creation with GAI are potential research topics related to contradictions between the subjects and the tool. Similarly, contradictions are also triggered between rules and the subject, as well as between rules and the community. The development and advancement of GAI make current rules such as human ethics, regulations, and laws inadequate or even inappropriate. Therefore, there is an urgency for adaptation and reformation of existing rules. Before rules and regulations are adapted or reformed, users and the community may contend with the need to abide by extant rules while simultaneously exploring and using the tool. Both the rights and responsibilities of the users and the community should be considered in setting the rules. Research directions and questions arising between elements are listed in Table 3.

<table>
<thead>
<tr>
<th>Table 3. Research Directions Arising between Elements</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Element</strong></td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>Subject-Tool</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Tool-Object</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Subject-Rules</td>
</tr>
<tr>
<td>Rules-Community</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Contradictions also arise between more advanced activity systems and the central system. A more advanced activity system refers to a more developed form of activity system compared to the current one (Engeström, 2014; Hasan & Kazlauskas, 2014). As the activity system evolves, such as with the development of tools, contradictions will arise between the current and the more advanced activity systems. We identify two types of contradictions. From a geographical perspective, some countries are less advanced in GAI utilization because of low download Internet speed, the lack of availability of the Internet, or the absence of complementary technology infrastructures (Shamika, 2023). The gap in GAI utilization leads to different levels of efficiencies and capacities, which can be a source of contradictions between GAI utilization and activity systems in different nations. From a temporal perspective, as GAI tools become more advanced, there can be conflicts between the new and old activity systems when other elements in the system cannot
adapt to the more advanced tools right away. For example, users may resist the GAI technology when they find advanced GAI autonomy takes over too much control of their lives (Osburg et al., 2022). Research directions and questions arising from contradictions between advanced activity systems and the central activity system are listed in Table 4.

<table>
<thead>
<tr>
<th>Advancement dimension</th>
<th>Research directions</th>
<th>Research questions</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geographical dimension</td>
<td>Digital divide and inequality</td>
<td>Will GAI widen or bridge the digital divide among countries in different stages of technological development?</td>
<td>Baidoo-Anu &amp; Ansah (2023), Bozkurt &amp; Sharma (2023), Dwivedi, Kshetri et al. (2023)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>How will GAI impact low-income countries and shape global resource allocation in the Global North/South divide?</td>
<td>Paykamian (2023)</td>
</tr>
<tr>
<td>Time dimension</td>
<td>Conflicts of structure between advanced GAI function and emerging use</td>
<td>Will the “over-automation” of daily routines by advanced GAI technology make users feel a loss of control and create technological resistance?</td>
<td>Osburg et al. (2022)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Will the structure provided by GAI products conflict with the structure emerging from continuous use?</td>
<td>DeSanctis &amp; Poole (1994)</td>
</tr>
<tr>
<td></td>
<td>Overreliance on GAI</td>
<td>Will users become over-reliant on advanced GAI technology and how to address the risk?</td>
<td>Abd-Alrazaaq et al. (2023), Nah et al. (2023)</td>
</tr>
</tbody>
</table>

Contradictions can also occur between activity systems, i.e., between the central activity system and its neighbor activity systems. The central activity system refers to the original target of a study, while a neighbor activity system refers to one that is linked to the central activity (Engeström, 2014). Neighbor activity systems can be categorized into four types, i.e., object activities, tool-producing activities, subject-producing activities, and rule-producing activities. Object activities are “activities where the immediately appearing objects and outcomes of the central activities are embedded” (Engeström, 2014, p. 71). Depending on what element is produced for the central activity system, neighbor activity systems also include tool-producing activities (e.g., science and art), subject-producing activities (e.g., education and schooling), and rule-producing (e.g., administration and legislation) activities.

The objects of GAI usage are diverse and associated with many other neighbor activities, such as news writing (Longoni et al., 2022), business (Sohn et al., 2020), and education (Lawan et al., 2023). Contradictions arise between the central GAI-using activity and these neighbor activities when a novel GAI tool is introduced into industries. For instance, when journalists utilize GAI as a tool for news writing, human subjects who are engaged in a neighbor activity of news reading may encounter trust issues (Longoni et al., 2022). Meanwhile, contradictions may arise from the negative influence of the neighbor activity on the central activity, or vice versa, such as the disruptions created by GAI on traditional or mainstream education (Lawan et al., 2023). Tool-producing activities are activities that aim to produce or enhance GAI. The GAI developing activity of companies may conflict with users’ using activity when their objects clash. Subject-producing activities are mainly related to educating users of GAI, such as students (Pavlik, 2023) and workers (Chetty, 2023). Improving the AI literacy of different groups of people can make the potential of GAI more fully realized. Rule-producing activities include legislation with regard to GAI. Existing laws and regulations on GAI, which have advanced recently, are still inadequate. It is foreseeable that in the near future, legislation activities will be carried out on a large scale. These changes in legislation will influence or even disrupt GAI usage in its current form, resulting in contradictions. Table 5 shows research directions and questions arising between the central activity system and its neighbor activity systems.

5 Conclusion

GAI technology holds tremendous potential for application in a wide variety of contexts and is recognized as a milestone for artificial general intelligence (Zhang et al., 2023). The ‘ripples’ this tool may generate once thrown into the water (i.e., put into practice) are uncertain. The trends and impacts arising from this innovation are a pervasive inquiry and concern for many. We first explore the essence and core characteristics of the GAI technology from the model’s capabilities and technological features. We then
summarize the challenges arising from this technology, such as technological and ethical challenges. We also offer research directions for GAI using activity system analysis.

Table 5. Research Directions Arising between the Central Activity System and its Neighbor Activity Systems

<table>
<thead>
<tr>
<th>Type of neighbor activity</th>
<th>Research questions</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object activity</td>
<td>Do people believe in AI-generated news and human-written news to the same degree?</td>
<td>Longoni et al. (2022)</td>
</tr>
<tr>
<td></td>
<td>Why do people evaluate GAN-generated versus non-GAN-generated products differently, such as in fashion?</td>
<td>Sohn et al. (2020)</td>
</tr>
<tr>
<td></td>
<td>How will students' utilization of GAI impact their performance in class, and how to mitigate the adverse effects of GAI in education?</td>
<td>Lawan et al. (2023)</td>
</tr>
<tr>
<td>Tool-producing activity</td>
<td>How to balance the need for data collection by a platform and the user’s need for privacy and data security?</td>
<td>Wach et al. (2023)</td>
</tr>
<tr>
<td></td>
<td>Will platform censorship promote users’ ethical use of GAI or lead to unethical use?</td>
<td>Kreitmeir &amp; Raschky (2023), Petrescu &amp; Krishen (2020)</td>
</tr>
<tr>
<td></td>
<td>How to balance users’ need for algorithm transparency and the pursuit of higher performance through advanced deep learning models that are inherently less transparent?</td>
<td>Hulsen (2023)</td>
</tr>
<tr>
<td>Subject-producing activity</td>
<td>How should educators better train students to utilize GAI effectively?</td>
<td>Pavlik (2023)</td>
</tr>
<tr>
<td></td>
<td>How to empower workers with fundamental AI literacy to effectively utilize GAI?</td>
<td>Chetty (2023)</td>
</tr>
<tr>
<td>Rule-producing activity</td>
<td>What are the unintended consequences of a ChatGPT ban?</td>
<td>Kreitmeir &amp; Raschky (2023)</td>
</tr>
<tr>
<td></td>
<td>Should ChatGPT be banned by academia?</td>
<td>Yu (2023)</td>
</tr>
<tr>
<td></td>
<td>To what degree is the AI Act proposed by the European legislators appropriate for GAI?</td>
<td>Helberger &amp; Diakopoulos (2023)</td>
</tr>
</tbody>
</table>

Using the activity theory framework, we generated a structured list of research questions and directions by analyzing contradictions amid the GAI activity system. Contradictions may appear within the elements, such as within the subject (e.g., users) or the tool (i.e., GAI). For example, research questions to be examined include “What skills and capabilities are needed to utilize GAI effectively?” and “How can transparency and explainability of GAI be improved?”. Contradictions also exist between the elements, especially in the relationship between the subject (e.g., users) and the tool (i.e., GAI). Relevant research questions relate to promoting and maximizing the value of human-GAI relationships and collaborations. Contradictions also arise between more advanced activity systems and the central system, which could be created by geographical or time dimensions. Research questions can focus on GAI’s impact on the digital divide and the potential conflicts in structures created by GAI. For example, will GAI widen or bridge the digital divide? Additionally, we need to examine the contradictions between different activity systems that use GAI. Examples of research questions include “How do people evaluate GAI-generated content such as news, arts, and fashion?” and “How can we train or enable individuals to utilize GAI more effectively?”.

Finally, the impact of an innovation is never solely determined by the innovation itself. Only by situating the technology in a more holistic context of society, culture, and history can we fully understand the ‘ripples’ or outcomes it may bring. By addressing the contradictions that may arise from novel innovations within the activity system, society can genuinely embrace such innovations and advance their potential to the fullest.
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