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Executive Summary

Distributed database technology is expected to have a significant impact on data processing
in the upcoming years. The introduction of many commercial products and the continuing,
intensive interest in distributed database systems in the research community and the
marketplace indicate that distributed database systems will become more and more popular
and eventually replace centralized systems as the major database technology in the future.
The availability of high speed communication networks and, especially, the ever-increasing
popularity of the internet and the intranets may speed up the transition process. Distributed
database systems have many promising potential advantages, such as improved reliability
and availability, improved performance, shareability, expandability, increased robustness,
and local autonomy, among others. To materialize the full potential benefits of distributed
database technology, however, a series of fechnical problems must be satisfactorily
resolved. Distributed database design is certainly one of the most important and fundamental
issues 1o be addressed. Data fragmentation and allocation are two of the critical aspects of
distributed database design. The data fragmentation and the fragment allocation problems in
distributed database design are NP-hard in nature and notoriously difficult to solve, which
makes developing good solution methods a high priority. Data allocation is typically treated
independently of fragmentation. They are, however, highly interrelated processes. it is more
reasonable to extend the two slep methodology so that the interdependency of the
fragmentation and the allocation decisions is properly refiected. Although the integrated
methodology may be very complicated, there are synergistic effects of combining these two
steps, enabling the development of better solutions with lower cost, higher availability, and/or
higher throughput, etc. Since the fragmentation and allocation are design problems, it is often
affordable or worthwhile to develop and use some sophisticated solution methods. In this
study, we atlempt to combine these two highly interrelated and interactive processes by
formulating them as quadratic integer programming problems. More specifically, we solve
the vertical fragmentation problem and the related fragment allocation problem iogether. The |
interdependency of the fragmentation and the allocation decisions is adequately reflected by
the models and the resultant integer programs are significantly less complex than those from
models using data cells as the allocation unit. Several solution methods are discussed and a
new linearization method is investigated. Some preliminary yet exiremely complicated
computational experiments were conducted. We argue that the models developed for vertical
fragmentation and fragment allocation have some potential advantages over the models that
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are developed separately for data fragmentation and for data allocation. The computational
experiments show that (1) the. .suggested linearization method performs clearly and
consistently better than a widely used method, and (2) it is possibie to solve medium (or even
large) size instances of the vertical data fragmentation and fragment allocation problem
using the commercial software and hardware available today.

1. Infroduction

A distributed database is a collection of multiple, {ogically interrelated databases distributed
over a computer network. Distributed: database techinology is expected io have a significant
impact on data processing in the upcoming years (Ozsu and Valduriez 1994). The
introduction of many cormmercial products and the continuing, intensive interest in distributed
database sysiems in the research commuhity and the marketplace indicate that distributed
database systems will become more and more popular and eventually replace centralized
systems as the major database technology-in the future. The availability of high speed
communication networks, and, especially, the ever-increasing popularity of the Internet and
ihe intranets may further speed up the transition process. Distributed database systems have
many promising potential advantages, such as improvéd reliability. and awvailability, improved
performance, shareabiiity, expandability, increased robustness, and local autenomy, among
others. To materialize the full potential benefits of distributed database technology, however,
a series of technical problems must be satisfactorily resolved first. Distributed database
design is certainly one of the most important and fundamental issues to be addressed. Data
fragmentation and allocation are two of the critical aspects of distributed database design.
The former involves the partitioning of each (global) relation into a group of fragment
relations while the latter deals with the distribution of these fragmented relations across the
sites of the distributed system. '

There are several reasons for data fragmentation. First of ail, a global relatien is not a
suitable unit in some cases. For instance, application views are usually subsets of relations
rather than the whole relations. Secondly, locality of access of applications is defined not on
entire relations but on their subsets.. Therefore, it is- very natural to consider, subsets of
relations as distributed units. Thirdly, if relations are not replicated at all, the result will be
~ high volume of remote data access. On the other hand, if the entire relations are replicated at
some or all sites, problems arise in executing updates and it may not be desnrable (or even
feasible) if the storage is limited and/or the data volume is huge. And fi nal!y, fragmentatron
may permit 2 number of transactlons to be executed concurrently

There are several’ fragmentatlon alternatives: honzontal vertrcal .and hybnd fragmentatlon
Since data fragmentation is one -of the most basic and lmportant aspects of _ distributed
database design, quite a few studies have been conducted (see Hoffer and ‘Severance
(1975), Navathe et al. (1984), Navathe and Ra. (1989), Lin ef al. (1993), Muthuraj st al.
{1993), Chakravarthy et al. (1994) for, example) It remains to bé one of thé most chaIIengmg '
. problems to be addressed in drstnbuted database system desrgn

The second step of dlstnbuted desngn is fragment allocatlon There are’ many more studies
on data. allocation than on data fragmentation. The reader is referred to Apers (1888), Heviier
and Rao (1988) or Dowdy and Foster (1982) for detans about data al[ocatlon and the closely

~ related file allocatlon problems . .

The rest of this paper is orgamzed as follows. Section.2 def'nes the tennrnolegy used. In
section 3, we present a couple of quadratic integer programmmg formulations of integrated
data fragmentatlon and allocatlon problems taking into consideration. d:fferent canstraints and
under -various - assumptrons Sectron 4 discusses.the solution methods. In sectlon 5, we ‘
present some computatlona[ results. Concludmg remarks are presented in sectmn 6.

2, Termmology )
The major data. requrrements retated to data fragmentation and allocat:on mclude appllcation E
access frequencies, query originating- sites, attributes involved, etc. Usua[iy, the. a[gonthms '_
developed do not require all the transaction data. Oftentimes only the most important queries .
are considered -and included. The 20-80 rule |nd|cates that a limited pumber of major
transactions (20 percent) typically accounts for most of the use of the database (80 percent)
Consequently, it is often sufficient to collect data from this 20 percent of transactlons From a,
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computational point of view, it is desirable or necessary 1o keep the required information
about the database usage 1o a minimum.

Let Q = {q1, Gz, Ga, ..., Gq} De a set of queries (applications) running against relation R(as, 2,
as, ..., @,). An attribute usage value, denoted as QA; for each query q; and each attribute g, is
defined as follows:

A 1 if query q; references attribute a,
QA= 0 otherwise
The attribute usage values can also be defined in a matrix form, where entry (i,j) represents
QA;. An example attribuie usage matrix is shown below:
a,a,3,3a,
g1 101
4,0 110
;1 010
440101
Let S={s4, Sz, Ss, ..., Ss} be the set of nodes (sites) that consist of the distributed system.
Queries may originate from all these sites. Application access frequencies can be defined in
a matrix form, where entry (i,!), denoted as QS;, is the frequency of query g; initialized from
siie 5. An exampie is shown below: : '
S, 8
q, 10 5 20
9, 5 0 20
gs; 20 30 O
Q. 20 10 10

Neither the attribute usage matrix nor the access frequency matrix is sufficiently general to
form the basis for data fragmentation or allocation because the former does not provide the
weight of application frequencies while the latier fails to indicate the attributes involved in
each query. The combination of these two matrix results in an attribute affinity matrix (AA),
which provides the basic information needed in several veriical fragmentation algorithms.
‘The element of attribute affinity matrix (AA), AA(j.jz) measures the bond between two
attributes of a relation based on how they are accessed by the applications. More specifically,
AA(1.jz) is the total amount of access of the transactions referring to both attributes j, and js,

that is

q s
AAG, j2) =.Z Z QA QA:,QSu
i=l 1=
The foliowing is an example derived from the examples of the attribute usage matrix and the
application access matrix described above, :
a a, a; a,
2,/120 35 50 35
a, 35 135 25 75
a; 50 25 75 0
a, 35 75 0 110

3. Models of vertical fragmentation and fragment allocation

Data allocation is typically treated independently of fragmentation. The process is linear
since the input to the aliocafion is the output of the fragmentation. As Ozsu and Valduriez
(1991b and 1984) pointed out, the isolation of the fragmentation and allocation steps actually
contributes io the compiexity of the allocation model. The two steps both have similar inputs
although fragmentation works on global relations and allocation deals with fragment relations.
Ozsu and Valduriez (1991b and 1994) suggested that it would be more promising to extend
the two step methodology so that the interdependency of the fragmentation and the
aliocation decisions is properiy reflected. Although the integrated methodology may be very
complicated, there are synergistic effects of combining these two steps enabling the
development of better solutions with lower cost, higher availability, and/or higher throughput,
eic. The benefits may outweigh the costs. Since the fragmentation and allocation are design
problems, it is often affordable or worthwhile to develop and use some sophisticated solution
methods. In this study, we propose to combine these two highly interrelated and interactive
processes by formulating them as quadratic integer programming problems. More
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specifically, we solve the vert:cal fragmentat:on problem and the related fragment allocation
probiem together. The smaliest fragment unit is thus an attribute. There -are several reasons
for this. First, the structure of the global relations is relatively stable. Afier all, a relation is
defined afier thorough and rigorous analysis. The schema will not be changed until there are
significant changes in the organization or the database apphcataon requnrements of the
organization. If this does happen, it is hlghly likely that the databases need to bé
modified/reconstructed anyway. (Compared with tuples, it is conceivable that the tuples in a
relation can be changed very often in many cases.) The interdependency of the
fragmentation and the allocation decisions is adequately refiected by the models and the
resultant integer programs are sngmf cantly Iess compiex than those from models usmg data
cells as the allocation unit.
The following notations are used:

Vj: size of atiribute a;. -

CIO;: unit /0 cost at site 3.

CST;: unit storage cost at site $,.

Dim: unit transmission cost from site sy, to site s,

K. storage capacity at site s;. _

LA lower limit on number of attributes assigned fo site s,

UA: upper limit on number of attributes assigned to site s,.

3.1 Casel
Assign aitributes to different sites. It is assumed that there is only one relation to be
considered and no replications are allowed.

3 {1 if attribute a, is assigned to site §,
710 otherwise
_ |1 if queryq, references any attribute residing at site §,
e {0 otherwise ‘ :
1 if any attribute is assigned to site s,
L= {0 otherwise

The formulation is:

Min 3308, EDh ZQA XV, + 3308, ZCIomYm(z XV, +Hy)

i=l =l i=] I=1

m=l _ _ .
S | ._ |
+ZCST zvx + 3. CFO,Z, ' M
=1 =1 .
st
QAX, £ Y, Vijl _ . 2
X. <z Vijl . _ @
SX,=1vi @
o . | : S .
LVXy <K Vi o ' SN €
ZX A, v1 e
Jle{Ol}Y-e{OI} Zle{Ol} T

where Hp, is the overhead cost of accessing a file at site S, and CFO; is the overhead cost
associatéd with keeping the fragment at site s;. (1) is the objective function, which consists of
the transmission cost, retrieval cost, storage cost and the overhead cost of keepmg a fiie at
different sﬁes Constramt (2) ensures that ali the quenes can be. camed out (3) ensures that
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a site | must be open if attribute j is to be assigned 1o that site. (4) ensures that each attribute
will be assigned to exactly one site. (5) ensures that the total size of the attributes assigned
to site | will not exceed the capacity at site | while constraint (6) guarantees that the number
of attributes assigned to a given site | will be in the range of LA and UA. Constraint (7) is a
zero-one constraint on the variables.

in this formulation, attributes are assigned to different sites based on the transmission costs,
I/O costs, storage costs and overhead cost of keeping files at different sttes subject to
several kinds of constraints. It is implicitlly assumed that all the atiributes residing at any
given sile make up one fragment and are stored in one file. A gquery that involves any subset
of attribules at a given site will require fetching the whole fragment from second memory to
primary memory. Here we do not consider the situations where attributes at any site can be
grouped further into fragments. This may or may not be reasonable depending on particular
applications. This is acceptable if the number of sites is large and/or the number of attributes
assigned 1o each site is small. If more than one fragment at some sites is more desirabie, we
develop a model in case I, which aliows fragments to he organized at different sites. An
alternative, which we describe below, is to use a two-phase method. In the first stage, we
assign the atiribuies to different sites based on the model presented above. !n the second
stage, we divide the atiributes assigned to any site into fragments as we do in a centralized
system. Let F = {fy, T2, fa, ..., f}} be a set of fragments in a given site and

1 if attribute a, is assigned to fragment £,
0 otherwise

ip
_ [V if query g, references any attribute in fragment f;
710 otherwise

7 - {1 if any attribute is assigned to fragment f;
L=

0 otherwise
The formulation is as follows:
g f a f
Min EQSi ECIO Yip(EijVj +H)+ EC’EOPZLp &)
i=] p=l 7=l =l
st
QA‘injp = Yvip VI':J:p (9)
ijs ZP Yi,p {10
f
X, =1 Vj (1
e '
) . . o
EVijP < Kp Vp (12)
=)
a
LAP < E%ij < UAp v (13)
=
X, € {0, 1}, Y, € {0, 1}, Z, € {0, 1} (14)

where H is the overhead cost of accessing a file at a given site and CFO; is the overhead
cost associaied with keeping a file (fragment) f, at a given site. In most cases, it is
reasonable 1o assume that CFO, is the same for all p. (8) through {14) have similar meaning

as (1)-(7).

3.2 Casell
Assign attributes to different sites under the condition that attributes in any site can be further

grouped inio different fragments. It is assumed that there is only one relation to be
considered while no replications are allowed. ‘

1 if attribute a; is assigned to fragment f; at site 5,
it~ 10 otherwise
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v - 1 if query q; references any attribute in fragment f; residing at site s,
®1 710 otherwise

' - { 1 if any atiribute is assigned to fragment f; at site s,
ol

~ )0 otherwise
The formulation becomes:
s f a
Min 3305, % Du 204X,V
.mzpm— | -
q s 8 f a
+EIEQS|1 Z EICIOm Pt ZXJP mV +H )
. i=1 I=1 =lpy = .
s foa s f ' - -
+2CST 3 ¥ VX, + XX CFOZ, - (15)
= p=l =1 =1 p=l .
st . . | |
QA X]p[l = Y;pl Viﬁjzpal ) : i (16)
ijl = Zp,l v, p1 g (7)
E EXM =1 Vj (18)
1=1 p=l . .
a f .
22 ViXy <K VI | (19)
F=lp=l
af . ,
LA, < ZE o S UA, VI (20)
Jpl e {O 1}, 1 € {0, 1}, Z1 e {0, 1} (21)

(15) through (21) have snmliar meanings as (1)-(7). For more models devéloped, please refer
to Zhou (1996) for details.

4. Solution methods :

The quadratic integer program formulations (denoted as VFA} discussed above have some
similarities with the quadratic assignment problem (QAP). For instance, the objective
functions of both the FFA and QAP are quadratic, all the quadratic terms in. the objective
functions are the product of two {(different) zero-one variables, and the objective functions of
both problems are neither separable nor convex. It is well known that the QAP is NP-hard
and extremely difficult to solve optimally except for small problems (n.< 15, where n is the
number of sites (facilities)). Therefore, solving VFA would be very difficult {if not more
difficult). Main approaches fo solving constrained nonlinear 0-1 programs like VFA include
linearization, algebraic methods, cutting plane methods, and enumerative methods. The
reader is refereed to Hansen et al (1993) for a state-of-the-art survey on constrained
nonlinear 0-1 programming. [n this study, we conduct expenments with algonthms pertammg
-to the linearization approach

Many -researchers devised andlor advocated different !Inear-izaﬁon methods. Glover and
- Woolsey (1974) proposed two basic approaches described below.” :
A distinct 0-1 product form
Z= XX %, where x (i=1, 2, ..., n) are 0-1 variables,
can be linearized by _
@ GwWt S - _ _ _ -
Xy ¥ Xt EX 2Nz . o {(22)
Xi+ X+ . +X-n+1 <2 e : Ca@3)
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where z is a2 0-1 variabie.

(i Gw2
Z2Z X+t Xy (24)
z< X, i=1,2,..,n (25)
z =20 : (26)

where z is a continucus variable.

GW1 has its advantage and disadvaniage compared with GW2. GW1 uses only two
constraints while GW2 requires n + 2 constraints. However, z must be a 0-1 variable for
GW1 while in GW2 a continuous variable. In general, GW2 is more effective than GW1 if n
is not large (Lin, 1994a). GW1 and GW2 introduce a single new variable to take the place of
each unique cross-product term. Auxiliary constraints are required fo ensure that the new

_ 1
variables assume appropriate values, More specifically, GW1 requires En(n —1) additional

0-1 variables and n{n-1) new constraints while GW2 needs additional continuous variables
and 2n(n-1) new constraints. Glover and Woolsey (1973, 1974) and Glover (1975) presented
different linearization methods resulting in more compact formulations. Glover's approach
requires only n new continuous variable and 4n new linear constraints. The most economical
method in the literature is presented by Oral and Kettani (1992a, 1992b) and Kettani and
Oral (1990, 19883). In Oral and Kettani (1992), the equivalent formulation technique
infroduces only n new constraints and n new nonnegative continuous variables. Although
Oral and Kettani {1992a, 1982b) and Kettani and Oral (1980, 1983) reported that their
compact methods compared favorably in terms of CPU time with Glover's (and some other)
methods, linearization methods do not appear to have been systematically tested. According
to Hansen et al. (1993), compact linearizations do not appear to be cleariy better than
expanded ones. Compact formulations may have some disadvaniages: they are not
straightforward and ofien require some sort of preprocessing to get the formulation,

For other linearizations and equivalent (mixed) integer linear formulations of nonlinear C-1
programs, see Adams and Sherali (1988, 1880), Beale and Tomlin {1872), Goldman (1983),
Lin (1994b), Sherali and Adams (1980). According io Hansen et al. (1993), there were more
that thity papers that reporied the use of GW1 linearization or advocaied its use. In
database design area, Mohania and Sarda (1994) used GW1 in rule allocation in distributed
deductive database systems. In all the models we developed so far for data fragmentation
and aliocation, only quadratic terms appear. Thus, from now on we will limit’ our discussion 1o
quadratic 0-1 programs although some of the analysis can be extended to other cases. We
expect that GW2 wouid have betier performance as Lin (1984a) suggested. Observing that
we are solving minimization problems and the coefficients of all the cross-product ierms are
positive, we propose an improved linearization, which has the potential to reduce the solution

time dramatically.

Proposition 1: To linearize the cross-product terms in our models, the foliowing constraints
are sufficient (Zhou 1998)

x+x-z<1 (27)

220 (28)

Nonnegative constraints (like z > 0) are implicitly assumed in almost all linear

programming software. One usually needs to transform a linear program with unrestricted
variables fo a linear program with only nonnegative variables by introducing two nonnegative
vaniables for each unrestricted (in sign) variable. Therefore (28) in the linearization is not
significant. Our linearization requires only one explicit constraint which is also included in
GW1 or GW2. We would anticipate a significant improvement in performance.

§. Computational Experiments

In order to find how efficiently we can solve the vertical fragmentation and data allocation
problems using exact algorithms and to observe the advantage of our linearization method
over GW2, some computational experiments were conducted. A set of 12 instances from
model | are tested. All the 12 instances were solved by the CPLEX system 3.0 on a DEC
Alpha AXP 2100 system (180 MMz, 128M main memory) running OSF/1 UNIX. CPLEX
employs the branch-and-bound method 1o solve (mixed) integer programming problems. The
computational results are summarized in Tables 1 and 2. For each of the two linearization
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methads, we test instances with a different number of (major} query pattemns, a different
number of attributes and a different number of sites. All the instances (except P12) include
the storage constraints and the two sets of attribute-number-in-site constraints. Also given in
Tables 1 .and 2 are the objective values of the linear programming relaxation and the optimal
solution, the number of iterations, the number of nodes in the branch-and-bound trees, and

the solution time {in seconds).
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it is worthwhile o mention that the resultant linear 0-1 programs from linearization

are extremely complex. For example, the corresponding mixed linear 0-1 program derived
from problems (P7-P12) contain tens of thousands of 0-1 integer variables and many times
more consiraints. From a mathematical, especially integer programming point-of-view, these
programs are huge by any standard. Our linearization procedure generates programs much
smaller than those generated from GW2. The computational experiments show that:

(i) The suggested linearization is clearly and consisienlly better than GW2 linearization.
Although for the suggested linearization the number of nodes explored is usually slightly
more than that for the GW2 linearization, the number of iterations is much smailer. And what
is more important, the solution time is dramatically reduced. It took 11-80 times longer to
solve the same instance with GW2 than with our suggested linearization method. The
differences might be even more significant had we solved instance of larger sizes.

(i) With the suggested linearization method and the use of the state-of-the art software
package and hardware, we may be able to solve reasonable or even large size inslances of
vertical fragmentation and data allocation problems.

(i) By exploring the struciure of models, we are able to solve huge mixed 0-1 programs that
we otherwise just could not soive or even think of solving to optimality with exact algorithms
(non-heuristics). The procedure provides surprisingly good resulis in terms of solution time
and the size of problems we can solve. It looks promising for solving other problems with
similar struciures.

6. Discussion and conclusions

It is evident that distibuied database technology will have a significant impact on data
processing in the upcoming years. To realize the full benefit of distributed database
{echnology, we need to resoive fwo of the most important issues of distributed database
design; data fragmentation and allocation. In this paper, we attempt to combine these two
highly interactive decision processes by formulating them as quadratic integer programs by
taking into consideration different constraints and various assumptions. Different solution
methods are discussed and a new linearization method is presented and investigated. Some
prefiminary computational experiments are conducted and the results are also reporied.

It appears that the models developed for vertical data fragmentation and fragment allocation
have some potential advantages over the models that are developed separately for data
fragmentation and for data allocation. The computation experimenis show that the suggesied
linearization method performs clearly and consistently better than a currently widely used
method. The computational results also indicate that it is possible to sclve reasonable (or
even large) size instances of the vertical data fragmentation and fragmentation aliocation
problem using the commercial software (such as CPLEX) and hardware available foday.

It is anticipated that the models for vertical fragmentation and fragment allocation in
distribuied database systems and solution techniqgues may be of practical as well as.
theoretical use. Nevertheless, much more needs to be done to solve the distributed database
design problems in order to reach the potential benefils of distributed database systems. For
future study, we shall try 1o develop some heuristics by studying the models in order to solve
(very) large size instances. Some modem techniques such as tabu search, genetic
algorithms, neural networks, etc. are also potential allematives to be investigated. We shall
also extend the work in this paper to other systems, such as distributed multimedia database
system, and to take into account other factors such as network load, different query

processing methods (e.g. semi-join), etc.
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