
Association for Information Systems Association for Information Systems 

AIS Electronic Library (AISeL) AIS Electronic Library (AISeL) 

Wirtschaftsinformatik 2024 Proceedings Wirtschaftsinformatik 

2024 

Requirements for the use of AI in HRM. A workers' representives' Requirements for the use of AI in HRM. A workers' representives' 

perspective on AI regulations perspective on AI regulations 

Christine Malin 
University of Graz, christine.malin@uni-graz.at 

Jürgen Fleiß 
University of Graz, juergen.fleiss@uni-graz.at 

Christina Fuchs 
University of Salzburg, christina.fuchs@plus.ac.at 

Astrid Reichel 
University of Salzburg, astrid.reichel@plus.ac.at 

Stefan Thalmann 
University of Graz, stefan.thalmann@uni-graz.at 

Follow this and additional works at: https://aisel.aisnet.org/wi2024 

Recommended Citation Recommended Citation 
Malin, Christine; Fleiß, Jürgen; Fuchs, Christina; Reichel, Astrid; and Thalmann, Stefan, "Requirements for 
the use of AI in HRM. A workers' representives' perspective on AI regulations" (2024). 
Wirtschaftsinformatik 2024 Proceedings. 127. 
https://aisel.aisnet.org/wi2024/127 

This material is brought to you by the Wirtschaftsinformatik at AIS Electronic Library (AISeL). It has been accepted 
for inclusion in Wirtschaftsinformatik 2024 Proceedings by an authorized administrator of AIS Electronic Library 
(AISeL). For more information, please contact elibrary@aisnet.org. 

https://aisel.aisnet.org/
https://aisel.aisnet.org/wi2024
https://aisel.aisnet.org/wi
https://aisel.aisnet.org/wi2024?utm_source=aisel.aisnet.org%2Fwi2024%2F127&utm_medium=PDF&utm_campaign=PDFCoverPages
https://aisel.aisnet.org/wi2024/127?utm_source=aisel.aisnet.org%2Fwi2024%2F127&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:elibrary@aisnet.org%3E


19th International Conference on Wirtschaftsinformatik, 

September 2024, Würzburg, Germany 

Requirements for the use of AI in HRM. A workers' 

representives' perspective on AI regulations 

Journal-first or conference-first submission 

Christine Malin1, Jürgen Fleiß1, Christina Fuchs,2,  Astrid Reichel,2, and Stefan Thal-

mann1 

1 University of Graz, Business Analytics and Data Science-Center, Graz, Austria 

{christine.malin,juergen.fleiss,stefan.thalmann}@uni-graz.at 
2 University of Salzburg, Department of Business, Human Resource Management Group, Salz-

burg, Austria 

{christina.fuchs,astrid.reichel}@ plus.ac.at 

1 Purpose 

Despite the intense debate about its risks and challenges (e.g., bias), artificial intelli-

gence (AI) is increasingly being used for various tasks in human resource management 

(HRM) (Prikshat et al. 2022). However, to ensure the responsible use of AI, legislators 

worldwide are aiming to counteract AI risks with regulatory efforts. The AI Act is one 

of the most advanced AI regulations, classifying HRM as a high-risk area and requiring 

the fulfilment of specific requirements for the use of AI (European Commission 2024). 

However, current AI Act regulations are still in development and need to be concretised 

by expert committees and aligned with stakeholders. Hence, to concretise the AI Act 

regulations and to implement them in an accepted way, it is necessary to understand the 

stakeholders' requirements.  

In HRM, key stakeholders include HR managers, applicants and workers' representa-

tives (Bondarouk & Brewster 2016). Previous research has focussed on examining the 

perspective of HR managers (e.g., Malin et al. 2023) and applicants (e.g., Fleiß et al. 

2024), contributing to understanding their requirements. However, examining the per-

spective of workers' representatives is scarce in literature, meaning little insight into 

their AI requirements. However, this stakeholder group is crucial as it is the link be-

tween employees and employers to ensure that AI is used in a way that meets the inter-

ests of both.  

This study investigates which requirements workers' representatives have for AI in 

HRM and which countermeasures can be used to fulfil them. Thus, a 5-stage study 

consisting of five focus group workshops with workers' representatives and a literature 

research will be conducted. We develop a list of workers' representatives ' core require-

ments for the trustworthy use of AI in HRM, including countermeasures to fulfil them. 

Consequently, our findings contribute to the harmonisation of development processes 

and ethical or legal AI standards within the European Union, supporting the consistency 

and effectiveness of the AI Act. 



2 Method and Procedure 

This study aims to identify core requirements and the most promising countermeasures 

for the trustworthy use of AI in HRM. Thus, a 5-stage study (see Table 1) will be con-

ducted. Specifically, three focus group workshops (Krueger & Casey 2014) with an 

equal expert group consisting of 18 workers' representatives and a literature research 

(Webster & Watson 2002) were conducted between December 2023 and June 2024. 

The results obtained will be tested in a larger sample with two further focus group 

workshops in September 2024. 

Stage 1 – Scoping workshop. The first workshop (n=7) took place in December 2023. 

An open discussion was held with the participants to determine the status quo regarding 

the use of AI in HRM and their previous experience in AI use. 

Stage 2 – Requirement workshop. The second workshop in March 2024 consisted of 

brainstorming, clustering, voting and in-depth discussion regarding (1) the perceived 

criticality of AI use in each HRM phase and (2) requirements for the use of AI in HRM. 

First, the phases of the Employee Life Cycle (ELC) (Gladka et al. 2022) were presented 

and discussed. The participants then allocated a total of eight points to the phase of the 

ELC in which they perceive the use of AI to be most critical and explained their deci-

sion. Second, the technical and organisational requirements for the use of AI in HRM 

were identified. The participants presented and justified their requirements. Two final 

questions analysed the differences in the requirements between the phases of the ECL. 

Stage 3 – Literature search. By June 2024 the literature was reviewed for counter-

measures that fulfil the requirements identified for the use of AI in HRM. The require-

ments were divided into three stages of requirements fulfilment. Thus, a list was devel-

oped that maps the requirements with promising countermeasures from the literature. 

Stage 4 – Priorization workshop. To prioritize the identified requirements and coun-

termeasures, a workshop (n=7) was held in June 2024. First, the requirements were 

discussed and prioritized by the expert group assigning ‘priority points’ to one or more 

requirements. Second, they defined and justified their minimum level of requirements 

fulfilment. 

Stage 5 – Feedback workshops. At two workshops in September 2024, the developed 

requirements' list will be prioritized by workers' representatives outside the expert 

group. Feedback will also be obtained on the developed list, which will then be adapted. 
Table 1. Overview of the research process 

 Stage 1 Stage 2 Stage 3 Stage 4 Stage 5 

Method Scoping 

workshop 

Requirement 

workshop 

Literature 

research 

Priorization 

workshop 

Feedback 
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cality & re-

quirements for 

AI use 

Identify-

ing coun-

termeas-

ures 

Prioritized re-

quirements & 

countermeas-

ures 

List of re-

quirements & 

countermeas-

ures 



3 (Expected) findings and contribution 

Currently, the AI Act's regulations are being concretised by expert committees. The 

concretisation process requires the consideration of stakeholders, however, little is 

known about the requirements of the HRM key stakeholder group workers' representa-

tives. This study aims to identify core requirements and most promising countermeas-

ures for the trustworthy use of AI in HRM that has been prioritized by workers' repre-

sentatives. Thus, our study offers key contributions to both research and practice. First, 

we contribute to research on AI adoption by identifying and prioritizing requirements 

for the use of AI in HRM from a under-researched key stakeholder group, while provid-

ing countermeasures to fulfil them. Second, expert committees can use our findings 

when concretising the AI Act to better understand the requirements of the stakeholders 

and thus to better fulfil the necessary requirements. 
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