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Deepfakes are computer-generated audio-visual media that appear deceptively 

real or are photorealistic fake representations of real people (Eiserbeck et al., 2023). 

These images, videos, and audio are typically synthesized using algorithmic models 

that are a subset of generative adversarial networks (Durall et al., 2020). 

Unsurprisingly, they can be leveraged for nefarious ends in politics. 

Deepfakes have been found to lead to generalized indeterminacy and cynicism 

toward politics (Vaccari and Chadwick, 2020) and impede citizens' inclusion in de- 

bates and decisions (Pawelec, 2022). Disinformation conveyed via deepfakes in 

elections has been found to pose misrepresentation challenges and may even 

undermine the legitimacy of the democratic process (Bennett and Livingston, 2018; 

Dobber et al., 2021). 

To date, mitigation measures against deepfakes have focused mainly on 

computational approaches. The success rate of these computational detection models 

depends heavily on the availability of the requisite training data (Durall et al., 2020; 

Silva et al., 2022). However, Groh et al. (2022) found a system that integrates human 

and computational model predictions is more accurate than humans or the model 

alone. 

To this effect, we embraced an integrative deepfake detection approach that 

opens the door for intelligence augmentation (Zhou et al., 2021) in the future and 

creates further opportunities for integrative learning and cross-pollination between 

human and computational approaches in deepfake detection. In the present study, we 

focused on deepfake detection by humans and adopted an explorative design rooted in 

the theory of perception of visual incongruity by Bruner and Postman (1949). 

We conducted a preliminary exploratory survey study (Malhotra and Grover, 

1998). Studies that focus on examining a given issue through open-ended questions or 

finding what is out there in the field are considered exploratory. To this end, we 

surveyed 15 pilot subjects drawn at random from a Prolific-generated sample group 

and a Qualtrics survey. Subjects were shown four videos, which we drew randomly 

from the presidential deepfakes dataset (Sankaranarayanan et al., 2021), two for each 

 

19th International Conference on Wirtschaftsinformatik, 

September 2024, Würzburg, Germany 



 
 
 

 
presidential candidate of Joseph Biden and Donald Trump, one fake and the other 

authentic. To analyze the data and identify the utilized cues, we deployed the 

grounded theory method coding techniques (Glaser, 1992; Urquhart et al., 2010) of 

open, axial, and selective coding to achieve a detailed analysis and theorizing. 

Our preliminary findings point to three key factors that drive humans' detection 

of deepfake videos. First, a significant majority (64%) of cues deployed to detect 

deepfakes are of the type tangential (both audio and visual). This corroborates with 

the theory of Perception of Visual Incongruity, which attributes the 'sense of wrong- 

ness' a subject feels when faced with an incongruous stimulus to the subject's focus on 

a rather tangential but correct aspect of the incongruous stimulus. We also found the 

corollary to be evident. When asked to articulate, subjects also attributed their 'sense 

of correctness' about an authentic video to the correctness of the somewhat tangential 

aspects of the congruous stimulus. 

Second, cues that were considered to be of greater social value by some subjects, 

such as xenophobia and racism, were perceptually accentuated. Such cues were in the 

minority and accounted for only 21.6% of all listed cues to deepfake videos. Lastly, 

humans deploy diverse cues to detect deepfake and authentic videos: each subject 

utilized an average of 3.8 cues per video. This was seen as analogous to the cyclical 

trial-and-checks process leading to veridical recognition (Bruner and Postman, 1949). 

This preliminary study shows three essential contributions. First, the study ex- 

tends the limited research on understanding the processes of human detection of deep- 

fakes, specifically on the driving determinants of the deepfake perceptual process. 

Second, these findings extend the application of the theory of perception of 

incongruity to audio-visual stimuli and broaden its usefulness to generative artificial 

intelligence. Third, these findings underscore the importance of both audio and visual 

tangential cues in the detection process and highlight the need to consider a greater 

diversity of cues in any deepfake detection process. Understanding such cues helps 

people engaged in political process to identify deepfakes better leading to use of more 

accurate and correct information in the decision making during the election. 
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