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Abstract  

Algorithmic content management, social media affordances and generative AI used all together can 

unlock innovative usages but also vulnerabilities. While the innovation potential is held as a positive 

consequence of generativity and as its negative side effect, the features offered by social media such as 

TikTok together with generative AI can foster innovation as vulnerability. Our aim is to investigate how 

the generativity of social media leads to a disinformation chain in which information contents (videos) 

are altered to spread disinformation.  
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1 Introduction 

More than 12,000 videos have been posted between 2018 and 2023 across 96 YouTube channels that 

have promoted climate denial and disinformation (Ramirez, 2024). Climate change is one of the crucial 

topics which, prompted by populist movements, have created burgeoning opportunities for individuals 

to frame their media consumption around their own beliefs, opinions, and prejudices (Davies, 2016). 

These claims are built through increasingly visual narratives shared on social media platforms.  

Moreover, recent technological advances and in particular in the domain of generative AI has raised 

concerns that people will not be able anymore to distinguish what is true from what it is not (Groh et al., 

2022; Metz, 2023). Generative AI (GenAI) can be defined as “a type of artificial intelligence that can 

learn from and mimic large amounts of data to create content such as text, images, music, videos, code, 

and more, based on inputs or prompts.”1 Recent advances include GenAI solutions that apply machine 

learning to large datasets to not only generate texts (e.g. OpenAI’s ChatGPT) but also visuals and audio 

(e.g, respectively DALL-E and VALL-E). As sophisticated as the results can be when giving the right 

prompts, these AI-generated output are increasingly easy and quick to produce and misleading as they 

are harder to set apart  from human-generated contents (Groh et al., 2022; Langguth et al., 2021). The 

increasing accessibility, ease of mastery and availability of the features to change or produce content as 

well as of Generative AI tools raises common concerns over the spread of an increasing volume of as 

well as increasingly realistic and misleading disinformation.  

2 Disinformation on social media 

A first concern is related to the volume of false contents available. GenAI makes disinformation easier, 

and cheaper to produce at an unprecedented scale (Hsu & Thompson, 2023). Yet, disinformation already 

abounds online as it was shown during the 2016 U.S. Presidential Election (Allcott & Gentzkow, 2017) 
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or during the COVID-19 pandemic (Zarocostas, 2020), only to cite a couple of cases. Hence, the 

facilitation of production and dissemination of disinformation by GenAI questions if the volume and 

accessibility of disinformation raises the risks of more consumption of misleading and false contents. 

Some research suggests that accessibility does not play a key role in the consumption of fake news, but 

rather predispositions or traits leading individuals to intentionally seek out disinformation (Broniatowski 

et al., 2023; Osmundsen et al., 2021).  

A second concern relates to the increasing level of sophistication of the produced content, both more 

convincing and persuasive. GenAI can improve content quality in the visual domain beyond what 

Photoshop capabilities could do for malicious actors (Kapoor & Narayanan, 2023). Yet, the availability 

of generative technologies that can create realistic yet fake contents to malicious actors can also be used 

to discredit the fake content and such a strategy may payoff (Christoher, 2023). 

A third concern relates to the personalization capabilities to target specific individuals (Hsu & 

Thompson, 2023; Zarouali et al., 2022).  Training GenAI on large datasets to understand people beliefs, 

values and preferences could make it easier to persuade specific targeted individuals of the authenticity 

of a message.  Political campaigning has thrived on the monetization of social media platforms to make 

use of political microtargeting (Hackenburg & Margetts, 2023; Tappin et al., 2023; Zarouali et al., 2022). 

Yet, in their study of persuasion effects of personality-congruent political microtargeting, Zarouali et al. 

(2022) showed that people can be more strongly persuaded by political ads that match their personality 

by looking into extraversion. Personalization might be the next frontier for GenAI as current evidence 

of persuasive effect of political microtargeting remains limited and context-dependent  (Hackenburg & 

Margetts, 2023; Tappin et al., 2023; Zarouali et al., 2022). 

3 Generativity: innovation as vulnerability 

These features to change or produce content increase the generativity attributes. Generativity of 

technology is “a technology’s overall capacity to produce unprompted change driven by large, varied 

and uncoordinated audiences” (Zittrain, 2006, p.1980).  Generativity fosters innovation but also 

vulnerability through security breaches and malware threats (Zittrain, 2006).  While the innovation 

potential is held as a positive consequence of generativity and as its negative side effect, the features 

offered by social media such as TikTok together with GenAI can foster  innovation as vulnerability. 

More specifically, those features are used to generate user content which can be altered as disinformation 

through an information chain by large and uncoordinated audiences.  

In parallel, several studies have shown how algorithmic content management on social media (mostly 

Facebook) leads to filter bubbles and echo chambers (Flaxman et al., 2016), leading to opinion 

polarization (Bessi et al., 2016; Wade et al., 2020). But the generativity and new affordances of social 

media (for instance the exposure to content on TikTok according to different algorithmic paths than on 

Facebook) together with GenAI can give rise to different phenomena that have not yet been investigated.  

Our aim is to investigate how the generativity of social media leads to a disinformation chain in which 

information contents (videos) are altered to spread disinformation. This disinformation chain can 

manifest by connected bubbles, meaning that the disinformation shared on a specific channel or group 

can switch (through users’ actions) to other channels and groups, in the same or different countries.  
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