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Abstract:
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1 Introduction

Users’ wish to achieve higher performance when engaging with IT has long been an issue in information systems (IS) research (Kositanurit, Osei-Bryson, Ngwenyama, 2011), particularly in the domain of human-computer interaction (Zhang, Li, Scialdone, & Carey, 2009). For example, cognitive load theory (Hollender, Hoffmann, Deneke, & Schmitz, 2010) conceptualizes mental effort as an important IS concept that strongly influences user performance. The technology acceptance literature also shows the high relevance of mental effort concerning perceived ease of use (Davis, 1989, p. 325; van der Heijden, 2004, p. 697). From various theoretical perspectives (e.g., cognitive load, task technology fit, job demands-resources), users need to adaptively regulate their mental effort to increase their performance. However, current means to measure users’ mental effort based on their own subjective rating do not do so adequately (e.g., Xie & Salvendy, 2000); further, one cannot possibly perform such measurements so in real time.

However, interesting results have emerged in recent years from neuroIS research in which researchers have made efforts to determine a user’s mental effort based on objective psychophysiological measurements (Dimoka, Pavlou, & Davis, 2011; Dimoka et al., 2012; Riedl et al., 2010, Gwizdka, 2014b, 2016; Buettner, 2017b). The promising nature of these results helps open the door to the possibility that one could adapt IT dynamically and in real time to a user’s mental effort. In doing so, one could address one of the most challenging problems in IS research as researchers have observed: “neurophysiological tools could assist in the design of metrics for complex constructs such as ... cognitive effort” (Dimoka et al., 2012, p. 687) and “cognitive effort...can be reduced by effective IT designs” (Dimoka et al., 2011, p. 7).

However, despite these promising (neuro-) IS results, the need to establish research requirements that contribute to the ambitious visions of the neuroIS community remains because all existing research on predicting user performance based on real-time mental effort measurement is either (very) expensive, invasive, or not contact free. As Dimoka et al. (2012, p. 685) state: “There is a need for a direct measurement of information and cognitive overload, and neurophysiological tools have the potential to offer such a direct measurement”.

Eye tracking-based pupillometry provides such a direct measure of mental effort that is well established in psychology (Goldinger & Papesch, 2012), physiology (Loewenfeld, 1999; Steinhauser, Siegle, Condray, & Pless, 2004), marketing research (Wang & Minor, 2008), and other social sciences (Webb, Campbell, Schwartz, & Sechrest, 2000) and that participants cannot voluntarily control or manipulate (Laeng, Sirois, & Gredeback, 2012). Thus, we contribute to IS research by being the first to propose a method to predict user performance based on a non-invasive, contact-free, and cost-efficient real-time measurement of instantaneous mental effort using eye-tracking devices.

Various theoretical perspectives (e.g., cognitive load theory, task technology fit, job demands-resources theory, flow theory) have shown that the degree of a user’s mental effort strongly influences the user’s performance (see Newell & Simon, 1972; Sweller, 1988; Hart & Staveland, 1988; Bakker & Demerouti, 2006; Gwizdka, 2013a; Buettner, 2017b). Since previous work (e.g., Iqbal, Adamczyk, Zheng, & Bailey, 2005; Bailey & Iqbal, 2008; Buettner, Daxenberger, Eckhardt, & Maier, 2013) has demonstrated that the completion of a sequence of subtasks in realistic task environments (e.g., orientation, information search, reading, recall of information, writing) leads to a recurrent mental effort resulting in an observable variability of the pupil diameters, we evaluate whether the pupil diameter variability predicts user performance. Against this background, we formulate the following research question:

RQ: Does the pupil diameter variability predict user performance?

Our findings offer researchers and industrial managers to better understand user performance and, thus, to develop more advanced user performance management systems. Since, in all probability, mental effort is also closely related to pivotal IS constructs other than performance such as perceived ease of use (Davis, 1989; de Guinea, Titah, & Léger, 2014; Dimoka et al., 2011, p. 12; van der Heijden, 2004, p. 697), applying the method to study the relations to these IS constructs would be worthwhile. Our study will likely have a high impact on IS research since one can apply the performance measurement method cost-efficiently to research and practical environments without disturbing participants. Moreover, our method adopts psychophysiological measurement instead of self-rated subjective participant reports and, as such, addresses an important IS measurement problem (Dimoka et al., 2011, p. 7).

In contrast to other physiological measurements such as electroencephalography (EEG), electrodermal activity (EDA), heart-rate (HR), facial electromyography (fEMG), functional near-infrared spectroscopy.
(fNIR), functional magnetic resonance imaging (fMRI), positron emission tomography (PET), or magnetoencephalography (MEG), eye tracking-based pupillometry does not require one to apply a cap/net (EEG) and/or electrodes (EDA/HR/EMG/ fNIR) or to use a cost-intensive scanner (fMRI/PET/MEG). In addition, our method allows one to capture far more mental effort data points than participants could ever report themselves. For instance, subjective measurements would continually interrupt participants every five to 10 seconds, which would lead to a heavily biased measure.

This paper proceeds as follows: in Section 2, we present the research background about the role of mental effort and mental effort-based pupillary responses in IS research and detail the biological mechanism for mental effort-based pupillary dilation. In Section 3, we present our research methodology; discuss how we applied existing neuroIS guidelines; present our research model, laboratory setting and test procedure, and sampling strategy; discuss how we cleansed the data; and describe the Random Forest method. In Section 4, we present our results, which we discuss in Section 5. Finally, in Section 6, we discuss the study’s limitations and future research opportunities and conclude the paper.

2 Research Background

Xie and Salvendry (2000) noted that researchers have not coherently defined mental effort and that they have used different effort measures for it. As such, the authors proposed a comprehensive framework with five effort types:

1. Instantaneous effort: effort at a specific moment
2. Peak effort: maximum value of the instantaneous effort in a given time period
3. Average effort: intensity of effort measured per time period
4. Accumulated effort: total experienced amount of effort, and
5. Overall effort: subjective mapping of instantaneous, average, and accumulated efforts in a user’s mind.

In addition, Xie and Salvendry (2000) differentiated between effective effort that stems only from the task demands and ineffective effort.

2.1 Mental Effort in IS Research

Both IS (Evaristo, Adams, & Curley, 1995; Johannsen, Levis, & Stassen, 1992; Stassen, Johannsen, & Moray, 1990) and, in particular, neuroIS research (Gwizdka, 2010; Riedl et al., 2010; Dimoka et al., 2011; Dimoka et al., 2012; Buettner, 2014, 2017b; de Guinea et al., 2014) has often cited the means of determining a user’s mental effort as a fundamental problem. Researchers have established mental effort as an essential construct in theories such as information processing theory (Miller, 1956), cognitive load theory (Sweller, 1988; Sweller, van Merrienboer, & Paas, 1998), task-technology fit theory (Goodhue & Thompson, 1995), flow theory (Csikszentmihalyi, 1975), job demands-resources theory (Bakker & Demerouti, 2006), psychobiological theory (Kock, 2004), and dual process theory (Stanovich & West, 2000).

Despite mental effort’s high relevance to IS research, it remains remarkable that IS scholars have traditionally investigated a user’s mental effort and its derivatives (Cain, 2007) by primarily basing their findings on user-perceived/non-objective measures (Ragu-Nathan, Tarafdar, Ragu-Nathan, & Tu, 2008; Tarafdar, Tu, & Ragu-Nathan, 2010; Ayagari, Grover, & Purvis, 2011; Gupta, Li, & Sharda, 2013) or have even discarded the need for user effort measurements without making any measurement proposal (Wastell, 1999). Other IS-relevant fields also share the same situation concerning user-perceived/non-objective mental effort measures (Harris, 1961). For example, Loft, Penelope, Neal, and Mooji (2007) summarize current knowledge about 22 existing approaches for predicting mental effort in air traffic control. Notably, all 22 developed approaches use subjective effort ratings. In summary, most IS research on mental effort has only measured overall effort using subjective rating techniques (cf. Xie & Salvendry, 2000). However, IS scholars have pointed out the need to pay attention to the dynamics of mental effort (e.g., Gwizdka, 2010).

The discourse on this topic has emphasized the need to both quantify the mental effort of IS users and to conduct research into mental effort measures based on objective parameters such as behavioral signals, eye movements, or physiological variables (Dimoka et al., 2012). The discussions about metrics for human-robot interaction have also emphasized the need for research into a more objective measurement
technique for mental effort; for example, Steinfeld et al. (2006, p. 38) state: “At this point in time, there is a need to identify non-intrusive measures of workload”. NeuroIS researchers have previously proposed determining a user’s mental effort based on objective psychophysiological measurements (Dimoka et al., 2011; Dimoka et al., 2012; Riedl et al., 2010; Gwizdka, 2014b).

Scholars have found physiological markers of mental effort in EEG (Fairclough, Venable, & Tattersall, 2005; Wang, Gwizdka, & Chaowalitwongse, 2016; Buettner, 2017b), fMRI (Lim et al., 2010; Gwizdka, 2013b), fNIR (Sassaroli et al., 2008; Herff et al., 2014), EDA (Wilson, 2002; Boucsein, 2012; Buettner, 2017b), HR (Vogt, Hagemann, & Kastner, 2006; Brookhuis & de Waard, 2010), facial action (Buettner, 2017b, 2018), fEMG (Stone & Wei, 2011; Ekman, Friesen, & Hager, 2002), PET (Kramer, 1990; Just, Carpenter, & Miyake, 2003), MEG (Tanaka, Ishii, & Watanabe, 2015; Ishii, Tanaka, & Watanabe, 2016), and various eye-tracking measures (e.g., Rayner, 1998; Buettner, 2013, 2017b; Gwizdka, 2016). In particular, they have found that mental effort is associated with a lot of eye-related characteristics, such as a user’s pupil diameter (Hess & Polt, 1964; Beatty, 1982; Buettner, 2017b), eye-blink duration and blink rate (Fairclough et al., 2005; Marshall, 2007), eye saccade speed (Porter et al., 2010; Buettner, 2013, 2017b), and the number of eye gaze fixations (Rayner, 1998; Buettner, 2013, 2017b).

While neuroimaging (fMRI/PET/MEG/fNIR/EEG) allows one to spatially locate mental effort in the brain, the measures indirectly linked to a human’s brain (HR, EDA, eye-tracking measures) does not (Riedl & Léger, 2016). They also differ in temporal resolution. For instance, EEG shows a high temporal resolution and PET and fMRI low ones (Gwizdka, 2013b, 2016; Riedl & Léger, 2016). When conducting experimental performance studies, one needs to ensure that laboratory devices, interruptions from questionnaires needs, and so on do not disturb participants (e.g., Marshall, 2007). Eye tracking-based mental effort measurement works without any contact and is cost-efficient. In contrast to other physiological measurements such as EEG, EDA, HR, fEMG, fNIR, fMRI, PET, MEG, eye tracking does not require one to apply a cap/net (EEG) and/or electrodes (EDA/HR/EMG/ FNIR) or use a cost-intensive scanner (fMRI/PET/MEG). In addition, eye tracking allows one to capture far more mental effort data points than participants/users could ever report themselves. Marshall (2007) points out that:

[Eye-tracking] technology is based on video recordings of the eye made at high speed and in real time from cameras located on a lightweight headband or positioned on a computer monitor. Data may be collected unobtrusively in virtually any environment and without interfering with the operator’s performance of complex tasks. (p. B165)

Given these reasons, in this study, we focus on assessing pupillary-based mental effort via eye-tracking devices. Pupillary assessment is an unobtrusive, non-reactive research method well established in psychology (Goldinger & Papesh, 2012; Laeng et al., 2012) and physiology (Loewenfeld, 1999; Steinhauer, Condray, & Kasperek, 2004), and IS research has also recently used it (Pompun & Sunkara, 2003; Cegarra & Chevalier, 2008; Longo, 2011; Xu et al., 2011; Wang, Li, Wang, & Chen, 2013; Buettner et al., 2013; Buettner, 2013, 2014, 2015). Consequently, in Section 2.2, we focus on the pupillary anatomical mechanism to show that mental effort directly leads to pupil dilation.

### 2.2 The Mechanism of Mental Effort-based Pupillary Dilation

The tone of the iris dilator muscle (radial muscle of iris, radiating fibers) and the iris constrictor muscle (iris sphincter muscle, circular fibers) determines pupil diameter (Goldwater, 1972). The pupil dilates when the dilator muscle is stimulated or the constrictor muscle is inhibited (Laeng et al., 2012, p. 19), while the iris dilator muscle acts as an antagonist to the pupil iris constrictor muscle. The vegetative (involuntary) nervous system, which largely works below the level of consciousness, controls the innervation of the iris dilator and the iris constrictor muscles, for that reason, pupillary diameter responses that specific stimuli evoke occur spontaneously and are difficult to manipulate over a longer period of time (Laeng et al., 2012, p. 19).

The vegetative nervous system comprises the sympathetic nervous system and the parasympathetic nervous system. The sympathetic nervous system plays a large role in the fight-or-flight response (Donkelaar, Némcová, Lammens, Overeem, & Keyser, 2011). The sympathetic nervous system in particular stimulates the iris dilator muscle, while the parasympathetic nervous system plays a large role in the body’s preparation for rest and for digestion issues. More specifically, the parasympathetic nervous system that originates from the Edinger-Westphal nucleus controls the iris constrictor muscle (Goldwater, 1972). Significantly, research has found mental effort to inhibit the activity of the Edinger-Westphal nucleus, which directly leads to pupil dilation (Steinhauer et al., 2000). This finding explains why, through
eye tracking-based pupillometry, one can gain insights into a user’s instantaneous and peak mental effort (cf. Xie & Salvendry, 2000).

2.3 Pupillary Responses as a Marker of Mental Effort in Psychological Research

Before the discovery of the mental effort-based inhibition of the Edinger-Westphal nucleus, psychologists had observed the relationship between mental effort and pupillary dilations. The initial work on task-evoked pupillary responses stemmed from Hess and Pollt (1964), Kahneman and Beatty (1966), Kahneman, Beatty, and Pollack (1967), and Kahneman, Onuskaa, and Wolmana, (1968). These authors conducted experiments based on arithmetical, listening, and speaking tasks. They all found consistent results that indicate a relationship between a user’s mental effort and the diameter of their pupils. Specifically, at this early research stage, most of the psychologists involved only assumed the link between mental effort and the pupils’ dilation because, while researchers had identified further attentional processes, they could not satisfactorily explain them.

However, following Kahneman and Beatty’s (1966), Bradshaw’s (1967, 1968), and Simpson’s (1969) work, researchers began to realize that the pupil dilates long before task-evoked mental effort occurs and that the pupillary response has a greater role in individuals’ attention processes than previously thought (Kahneman, 1973). Researchers confirmed the finding that the pupil diameter response represents an individual’s mental effort and attention through identifying the “preparedness effect”, which occurs before any demanding task.

Hakarem and Sutton (1966) found the initial evidence for the “preparedness effect”: that the pupil dilates long before mental effort occurs. Specifically, they found that the pupillary dilates more when an individual needs to hand in a report compared to when they do not need to hand in a report at all. Hakarem and Sutton (1966) had already suspected that “this difference in dilation may reflect the different levels of vigilance required in the ‘report’ and ‘no report’ conditions” (p. 485). Simpson (1969) found something similar: that is, that a subsequent indication of task completion before preceding a cognitive task causes a higher pupillary dilation during the preceding cognitive task. Simpson could not satisfactorily explain this effect and assumed that individuals become more excited when anticipating later task evaluation and recognition. Simpson and Molloy (1971) revealed that participants with audience anxiety had much larger pupils compared to participants without audience anxiety. Based on these indications and their own results, Kahneman and Wright (1971) noted that the “pupillary diameter...is a measure of the intensity of mental effort” (p. 188). They add: “Further, as in the other studies which showed a preparation effect on pupil size, this effect vanishes completely once actual work begins” (p. 189). Stanners and Headley (1972) later noted the so-called “preparedness effect” of the pupillary (as Kahneman and Wright (1971) originally termed it) as well.

Beatty (1982) reviewed the existing empirical work about task-evoked pupillary responses and concluded that the pupillary dilations, which occur before and after task execution, belong to certain attentional processes (Beatty, 1982, p. 283). He assumed that the pupil dilates as a function of task preparation and remains widened due to sustained attention. In a later experiment, Richer and Beatty (1985) analyzed pupillary responses to self-triggered finger flexion experiments. The pupillary response began about one-and-a-half seconds before the motoric finger action started, which indicates individuals shifted their attention to preparing for the task at that point. Richer and Beatty (1987) revealed different reaction latencies of the pupillary diameter response peak depending on task complexity, while the task complexity did not affect the pupil diameter peak value itself. Since the pupillary diameter signal slowly increased just before individuals presented a task, their results indicate that the signal reflects attention shifts as a function of task preparation. Qiyuan, Richer, Wagoner, and Beatty (1985) found that a task-evoked pupillary diameter response “in random stimulus sequences is sensitive to the surprise value of events” (p. 530), which also indicates that an individual has begun to prepare for a task.

Marshall (2000) proposed a method for assigning a pupillary response value to the result of the wavelet analysis as a measure of a user’s cognitive activity. Based on this patented work, she introduced the so-called index of cognitive activity (ICA) to measure cognitive effort (Marshall, 2002). The ICA “measures abrupt discontinuities in the signal created from continuous recording of pupil diameter” (Marshall, 2002, p. 7-5). Subsequently, Marshall (2007) demonstrated how neural network and discriminant classification using ICA, eye blinks, saccadic eye moves, and eye divergence can distinguish different cognitive states (relaxed versus engaged, focused versus distracted, alerted versus fatigued), and Bartels and Marshall (2012) demonstrated that the ICA measure works with various eye tracker systems.
2.4 Pupillary Responses as a Marker of Mental Effort in IS Research

In recent years, IS researchers have begun to use pupillary response as a marker of mental effort—initially through rudimentary work (based on games, simple/trivial arithmetic tasks, non-evaluated frameworks, etc.). For example, Pomplun and Sunkara (2003) used pupillary dilation as a mental effort indicator in a simple visual experiment by asking users to find numbers in ascending order and to read them aloud (n = 10). Longo (2011), in a research work in progress, sketched out a rudimentary framework for assessing mental effort using information technology. Cegarra and Chevalier (2008) experimentally evaluated the effort of users when solving a Sudoku puzzle by capturing pupil diameter data from eye tracking (n = 4). Xu, Wang, Chen, and Choi (2011) experimentally studied pupillary responses indicating mental effort when individuals performed arithmetical tasks that a computer gave under luminance changes. Wang et al. (2013) investigated pupillary response as a mental effort measurement under the influence of different luminance levels and emotional arousal (n1 = 13, n2 = 12). The experimental setup contained simple arithmetical tasks that participants had to memorize/reproduce. Buettner (2014) reported results from an experiment that determined the state of a user’s mental effort based on analyzing pupillary hippingus (continuous small fluctuations) using eye-tracking technology (n = 12).

The little IS-related work on the relationship between task-evoked mental effort and pupillary responses stems mainly from certain researchers: Bailey and Iqbal (2008), Iqbal et al. (2005), Gwizdka (2014b, 2016), Gwidzka and Zhang (2015), Buettner (2013, 2015, 2016a, 2016b, 2017b), and Buettner et al. (2013). Iqbal et al. (2005) and Bailey and Iqbal (2008) measured changes in mental effort when individuals executed different types of tasks (planning routes, editing documents, and classifying emails) (n1 = 12, n2 = 24). Gwizdka (2014b, 2016) demonstrated that pupil size is related to levels of information relevance. Gwizdka and Zhang (2015) analyzed differences in Wikipedia users’ cognitive effort via various eye-tracking measures and found that “relative pupil dilation was the most important predictor” (p. 813). Buettner (2013) investigated whether a higher level of artificial intelligence support leads to a lower level of mental effort in users (n = 5). Buettner et al. (2013) reliably detected three different levels of mental effort in users (n1 = 12, n2 = 125). Buettner (2015, 2016b) also reported results from an experiment on the relationship between visual website complexity and users’ mental effort, which he assessed with pupillary responses. Furthermore, Buettner (2016a) demonstrated the use of eye tracking-based pupillometry to assess participants’ mental effort when using different negotiation support systems. Buettner (2017b) evaluated the mental effort of individuals when using Microsoft Excel via various eye-tracking measures (n = 53).

In addition, Jiang, Atkins, Tien, Bednarik, and Zheng, (2014), Weber et al. (2015), and Zhou et al. (2015) also investigated mental effort based on pupillary responses using realistic experimental setups. Jiang et al. (2014) found a relationship between pupil dilations and the level of task requirements (n = 12) in a surgical tele-operation setting. Weber et al. (2015) applied a pupillary-based mental effort assessment to assess individuals when creating process models (n = 3). Zhou et al. (2015) used an experimental travel-route decision making setup with 40 participants to demonstrate that one can classify subjective decision difficulty levels ex post by jointly using three task time-based factors (task time length, number of responses of pupil diameter signal, and sum of duration of pupil diameter signal).

In summary, one can see the rudimentary nature of prior research on pupillary-based measures of users’ mental effort: this research has largely used only games, simple/trivial (arithmetic) tasks, non-evaluated frameworks, and so on. Indeed, only a few investigations have used a more realistic experimental setup, but the corresponding experiments have contained only a small number of participants (4 ≤ n ≤ 53). For example, Gwizdka and Zhang (2015) stated: “There is still a need for more research conducted on more realistic search task scenarios and documents (e.g., on the live Web), and paying attention to sequential stages of search and to a wider range of eye-tracking measures” (p. 812). Buettner et al. (2013) conducted the sole large-scale experiment with 125 participants. Regardless, most significantly, all prior investigations evaluated users’ mental effort after the experiment. Even though almost all researchers stressed that one can suitably use the measurement approaches to predict mental effort in real time, no design-oriented work has built a pupillary-based mechanism to reliably predict user performance based on users’ mental effort states in real time. Because action-oriented neuroIS clearly needs such a mechanism, which many researchers have emphasized in the past (Dimoka, 2010; Dimoka et al., 2011; Ren, Barreto, Gao, & Adjouadi, 2013), we build the first one.

In the framework of building such a pupillary-based mechanism for realistic tasks, we acknowledge that, in realistic tasks, individuals have to solve not only one simple task (e.g., using mental arithmetic), which
leads to a singular pupillary dilation (Bradshaw, 1967, 1968; Kahneman, 1973; Kahneman & Beatty, 1966; Simpson, 1969), but also a sequence of subtasks (e.g., orientation, information search, reading, recall of information, writing) that lead to a recurrent demand for mental activity that, in turn, results in a variable pupil diameter. As such, in realistic task settings, the pupil diameter itself and its variability constitute the measurements of interest. Accordingly, one can see why previous research that has used realistic task-environments has applied pupil diameter variability measures, which include the percent change (Bailey & Iqbal, 2008; Iqbal et al., 2005) and standard deviation (Buettner et al., 2013). We argue that, as the recurring pupillary diameter response, the pupil diameter variability (PDV) represents a user’s instantaneous mental effort (cf. Xie & Salvendy, 2000) in a timeframe of a few seconds. Since a user’s mental effort correlates positively with the user’s performance, we argue that PDV, which represents a user’s instantaneous mental effort, may be a suitable predictor of user performance. Motivational psychology research largely conceptualized the assumption that an individual’s mental effort relates positively with the user’s performance (Vroom, 1964; Lawler & Suttle, 1973), and various empirical studies have subsequently confirmed it (e.g., Locke, 1968; Gardner, Dunham, Cummings, & Pierce, 1989; Blau, 1993; Brown & Leigh, 1996; Wheeler, Harris, & Sablynski, 2012).

Parsons (1968) defined mental effort as the extent to which motivation is translated into accomplished work, which implies that mental effort mediates the relationship between the unobservable psychological state of motivation and performance.

3 Methodology

3.1 Applying the NeuroIS Guidelines

In order to clearly contribute to neuroIS research and show strong methodological rigor, we strictly adhered to the neuroIS guidelines that von Brocke and Liang (2014) present. In particular, we conducted a comprehensive literature review to assess prior research in the field of measuring mental effort as an important IS construct (vom Brocke et al., 2009). By basing our experimental design on solid research in related neuroscience fields (vom Brocke & Liang, 2014), we show how the vegetative nervous system controls the fundamental anatomic mechanism of the pupillary dilation and emphasize the key role of the Edinger-Westphal nucleus (which mental effort inhibits) (see Section 2.2). We also provide in-depth experimental results derived from work in psychology on task-evoked pupillary diameter responses and existing related work in IS research (see Sections 2.3 and 2.4).

Our new methodology employs eye tracking-based pupillometry—a well-established approach in physiology (Loewenfeld, 1999; Steinhauer et al., 2004) and psychology (Goldinger & Papesh, 2012; Laeng et al., 2012) for “widening the ‘window’ of data collection” (Goldinger & Papesh, 2012, p. 93). Through our method, one can use bio-data (i.e., pupil diameter) to better understand mental effort as an IS construct (vom Brocke & Liang, 2014, guideline 4). Taken together and in comparison with other neuroscience tools, eye tracking-based pupillometry is the contact-free and efficient method of choice (Laeng et al., 2012). We applied the guidelines and standards that Duchowski (2007) and the Eyegaze Edge manual describe.

3.2 Laboratory Setting and Measurement

In order to capture pupillary diameter, we used the binocular double Eyegaze Edge system eye tracker paired with a 19” LCD monitor (86 dpi) set at a resolution of 1280 x 1024. The eye tracker samples the pupillary diameter at a rate of 60 Hz for each eye separately.

The Eyegaze Edge system (from LC Technologies) is a video eye tracker that uses the pupil-center corneal-reflection (PCCR) method to measure a participant’s gazepoint (Young & Sheena, 1975). In the PCCR method, one calculates a participant’s gazepoint on the display surface based on measuring the glint-pupil vector (i.e., the two-dimensional vector from the center of the corneal reflection (glint) to the center of the pupil as seen in the camera image of the eye). Eyegaze Edge uses the asymmetric aperture method to measure variations in eye range that result from forward and backward head motion (Cleveland, Cleveland, Norloff, & Forsythe, 1990). A triangular aperture pattern, built into the camera lens’s entrance aperture, optically generates size and shape features in the corneal reflection image that allow the system to directly measure the longitudinal offset between the corneal surface and the camera’s ideal focus plane. One needs to input the variation in head range into the system to ensure that it correctly calculates both the participant’s gaze point and pupil diameter. Even as a participant continues to look at a
fixed point on the display and as the participant’s real pupil diameter remains fixed, the magnitudes of the apparent glint-pupil vector and pupil size, as observed in the camera image, vary as the participant moves forward and back. The Eyegaze Edge system uses the asymmetric aperture’s calculations of the eye-range offset to mathematically accommodate the apparent variations in gaze direction and pupil diameter that result from a varied head range. In addition, the apparent size of the pupil in the camera image varies with direction of gaze. For example, the apparent size of the pupil image is largest when the eye looks directly at the camera, and the apparent area decreases as the gaze angle moves away from the camera and the camera views the pupil at a more oblique angle. Based on calculating the eye’s angular orientation with respect to the camera, the Eyegaze Edge corrects for the large majority of apparent pupil-size variations that result from a varied gaze direction.

Because a pupil’s diameter is related to not only mental effort but also brightness (Steinhauer et al., 2004) and emotional arousal (Bradshaw, 1967), we controlled the laboratory luminescence level by using constant lighting (ceiling lamps with a soft ambience light). In doing so, we could ensure that the laboratory’s brightness did not influence participants’ pupils. In addition, we chose emotion-free tasks in the experiment to not agitate participants.

Our eye tracking-based approach is cost efficient, non-invasive and contact free, whereas EDA, HR, EEG, fEMG, fNIR are not contact-free measurements, and fMRI, PET, and MEG come with significant costs (Dimoka et al., 2012; Gefen, Hasan, & Banu, 2014).

3.3 Procedures

To evaluate our method as part of a complex and widely used information system with a lot of dynamic Web elements, interaction functions, and advertising banners, we conducted a large-scale experiment in which participants used LinkedIn (Eckhardt, Maier, & Buettner, 2012). We chose LinkedIn because it is the world’s largest professional social network with more than 530 million members in over 200 countries and territories (LinkedIn, 2017). In our experiment, participants solved three tasks of varied levels of difficulty (low/mid/high), which induced different levels of mental effort:

1) Task A: “Ask your contact [given first name, surname] for a letter of recommendation.”
2) Task B: “Apply to Oracle for a new job of your choice.”
3) Task C: “Identify and name the Global Head of Recruiting at BMW.”

We accepted that the participants solved task A correctly if they asked the correct contact for a letter of recommendation via the specific LinkedIn recommendation function. We accepted that they solved task B correctly if they chose any Oracle vacancy and pushed the specific LinkedIn apply button. We accepted that they solved task C correctly if they communicated the right name to the laboratory assistant.

By choosing a widely used platform and realistic tasks for the participants, we could ensure that we evaluated our method in a realistic context (Addas, 2010). We selected these three tasks as common actions that applicants experience when using career-oriented social networking websites (Buettner, 2016c).

In order to induce different levels of mental effort, we manipulated task difficulty by the minimum number of search steps a user need to successfully complete the given task (Campbell, 1988; Gonzalez, 2005). This task-focused difficulty measure is appropriate to assess effective mental effort (Xie & Salvendy, 2000). We successfully evaluated the subjective perceived task difficulty prior the experiment with a small non-documented student sample. In addition, we evaluated the perceived task difficulty with an external student sample and also found significant differences (p < 0.05) in the assumed direction (see Table 1).

<table>
<thead>
<tr>
<th>Task order</th>
<th>Task ID</th>
<th>Task difficulty</th>
<th>Number of steps needed between login and task completion</th>
<th>NASA TLX mental demand</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
<td>High</td>
<td>8</td>
<td>5.00</td>
</tr>
<tr>
<td>2</td>
<td>B</td>
<td>Low</td>
<td>4</td>
<td>3.48</td>
</tr>
<tr>
<td>3</td>
<td>C</td>
<td>Medium</td>
<td>6</td>
<td>4.26</td>
</tr>
</tbody>
</table>

We used a NASA TLX mental demand instrument that we anchored on a 10-point Likert scale between very low and very high. In all, 23 participants (17 females, 6 males) aged between 20 and 31 (mean: 24.7, SD: 3.2) participated in the pre-test.
We also evaluated the task difficulty by the number of participants that solved the task correctly (see the success rate column in Table 2).

We made a common LinkedIn account available to all participants. In order to guarantee the same test conditions for all participants, we restored the account to the previous state after every session and carefully deleted all cookies, messages, contact requests, and job applications.

Since the Eyegaze Edge eye tracker system needs a fixed test order, we had to use a fixed test sequence, which explains why the participants had to complete the three tasks in the same test order. To maintain avoiding universally rising or falling task difficulties from task to task, we used the high-demand task first (task A) followed by the low-demand task (B) and medium-demand task (C).

### Table 2. Task Difficulty, Success Rate, Minimal Number of Steps Needed Between Login and Task Completion

<table>
<thead>
<tr>
<th>Task order</th>
<th>Task ID</th>
<th>Task difficulty</th>
<th>Success rate (%)</th>
<th>Number of steps needed between login and task completion</th>
<th>Duration (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
<td>High</td>
<td>22% (28 of 125)</td>
<td>8</td>
<td>237</td>
</tr>
<tr>
<td>2</td>
<td>B</td>
<td>Low</td>
<td>65% (81 of 125)</td>
<td>4</td>
<td>147</td>
</tr>
<tr>
<td>3</td>
<td>C</td>
<td>Medium</td>
<td>34% (42 of 125)</td>
<td>6</td>
<td>327</td>
</tr>
</tbody>
</table>

Success rate means how many participants correctly solved the given task.

In summary, three (2%) participants scored 0, 54 (43%) participants scored 1, 53 (42%) participants scored 2, and 15 (12%) participants scored 3. However, in addition to evaluating task difficulty by success rate, we also evaluated it by the minimal number of steps a participant needed between logging into LinkedIn and completing the task. As Table 2 shows, the number of such steps corresponds to task difficulty. Task duration neither correlates with the number of steps nor with the success rate / task difficulty (see also Table 2). Please note that differences in task duration do not affect PDV.

Prior to collecting the data, in the first stage, the experimenter welcomed each test participant and asked each one to fill out both a consent form and a questionnaire with their demographic information. In the second stage, the experimenter turned the task sheet over and briefly explained each task before reading them aloud. The experimenter then gave the participant time to read each task again and to ask questions. In the third stage, the experimenter calibrated the eye-tracking cameras. In the fourth stage, the experiment began as the participant proceeded with the first task.

Since we focused on predicting user performance (for which we classified participants into either “underperformers” or “outperformers”), we used a between-subject design.

### 3.4 Participants

We chose 129 participants from a pool of part-time MBA and bachelor students, and, because each had professional working experience, they were realistic candidates for application situations. To ensure that all participants understood the scenario and LinkedIn, we introduced them the system and the computer interface.

We appropriately calibrated 125 of the 129 participants (97%) using the eye tracking system. We could not successfully calibrate four test participants due to problems with eyeglasses or visual defects and, thus, deleted them from the dataset. The remaining participants were 21 to 61 years old (mean = 29.6, SD = 7.2), and 56 were female and 69 were male.

We evaluated user experience in terms of how frequently the participants used career-oriented social networks in general (mean: 2.61, SD: 1.22) and LinkedIn in particular (mean: 1.50, SD: 0.91) that we measured with a single item that ranged from “never” (1) to “very often” (5). Since we conducted the study in Germany, we note that most Germans regularly use XING instead of LinkedIn for career purposes (Buettner, 2016c, 2017a).

### 3.5 Data Cleansing

The eye tracking system we used tracks participants’ eye movements and pupillary responses when they look in the direction of the monitor. The more complex and realistic a task is, the more participants tend to look away from the monitor (e.g., at the keyboard) and, hence, the eye tracking system can no longer
record each movement of the eye. In real conditions, participants look in the direction of the monitor around 70 percent of the time. In addition, some naturally determined events occur (e.g., eye blinks) (Verney, Granholm, & Dionisio, 2001). When the eye tracker lost contact with the participants’ vision, it marked the time accordingly (“invalid”, NA). We used the eye tracking signal without further cleansing it in any way to show the robustness of our prediction method.

Since eye-tracking measures are typically individual and vary between participants (Gwizdka, 2014a), we also calculated z-scores for pupil diameter data before entering the z-scores into the predictive models to compensate for individual differences in eye diameters and diameter change. Figure A1 in the Appendix analyzes the missing values in more detail. We did not preprocess raw data but used it as is; we did not exclude any data due to extreme or “suspect” values.

### 3.6 Random Forest Method

We used the Random Forest (RF) method to predict user performance based on pupil diameter data. The RF method is a machine-learning classifier that relies on an ensemble of unpruned decision trees (Breiman, 2001). The method bases the classification decision on a majority vote principle based on all trees of the RF. A decision tree rests on the conceptual idea that one can recursively identify a predictor that allows one to split a sample into two parts that are as homogenous as possible with regard to the classification at hand. Binary predictors (yes/no), have a self-evident split point; however, for polytomous or continuous predictors, the algorithm identifies the most selective split point for the dependent variable using entropy (e.g., as a measure). In this way, the algorithm builds a tree-like structure and repeats the procedure until it reaches a stop signal (e.g., it classifies all cases or it can no longer improve the accuracy of the classification) (Breiman, 2001). Researchers term such algorithms recursive partitioning because they subdivide (i.e., partition) a sample into smaller parcels in a reiterated manner.

Researchers have successfully applied the RF method to various research problems such as brain imaging (Kačar et al., 2011), gene expression (Diaz-Uriarte & de Andrés, 2006), biomarker identification (Zhang et al., 2008), psychometry (Sauer, Lemke, Zinn, & Buettner, 2015; Sauer et al., 2018), and, recently, to IS problems (Ali, Khan, Ahmad, & Maqsood, 2012; Buettner, 2016d, 2018). In particular, the RF method is especially useful in, but not limited to, “small n, large p” problems where the number of predictor variables $p$ is larger than the number of cases $n$. Even with sufficiently large samples, the RF method can be a valuable tool because it allows the delineation of statistical properties such as non-linear trends, high-degree interaction, and correlated predictors. Additionally, one does not need to make assumptions that are usually necessary for classical multivariate analyses such as homoscedasticity (homogeneity of variance), linear associations between variables, or metric variable levels (Breiman, 2001).

### 4 Results

The experiment lasted for a mean of 13 minutes for each participant; in that time, we captured on average about 85,000 pupillary data points for each one. The captured data comprised time-stamped pupil diameter values for both the left and right eyes.

#### 4.1 Pupil Diameter Time Series Results

Figures 1 presents the period-normalized time series for the pupillary diameter values for the left eye. Figure 2 presents the same values for the right eye. The normalization procedure means that a participant’s data was compressed to vectors of 1,000 measurement points per each eye (see also Section 4.5 for the data-compression procedure we used).

In both Figures 1 (left eye) and 2 (right eye), the results clearly indicate that the outperformers had a higher pupillary dilation compared to underperformers, which indicates that the outperformers exhibited a higher mental effort. In addition, the pupillary dilation of the outperformers remained relatively more constant over time, which also indicates that the outperformers exhibited a higher mental effort. Figure A4 in the Appendix shows variants of the pupil diameter time series.
Figure 1. Period-normalized Pupil Diameter Time Series for Outperformers (Red Line, 2/3 Correct Tasks) vs. Underperformers (Green Line, 0/1 Correct Tasks) (Left Eye)

Figure 2. Period-normalized Pupil Diameter Time Series for Outperformers (Red Line, 2/3 Correct Tasks) vs. Underperformers (Green Line, 0/1 Correct Tasks) (Right Eye)
4.2 Relationship between Pupillary Diameter Variability and Task Difficulty

We calculated standard deviation of the median pupil diameter (the measure of pupillary diameter variability, PDV) as the recurring pupillary diameter response for each task (Buettner et al., 2013).

<table>
<thead>
<tr>
<th>Task difficulty</th>
<th>Success rate (%)</th>
<th>PD [mm]</th>
<th>PDV [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Left eye</td>
<td>Right eye</td>
</tr>
<tr>
<td>Low</td>
<td>65% (81 of 125)</td>
<td>3.21509</td>
<td>3.21828</td>
</tr>
<tr>
<td>Medium</td>
<td>34% (42 of 125)</td>
<td>3.19683</td>
<td>3.20754</td>
</tr>
<tr>
<td>High</td>
<td>22% (28 of 125)</td>
<td>3.23461</td>
<td>3.24275</td>
</tr>
</tbody>
</table>

The success rate means how many participants correctly solved the given task. As Table 3 shows, we found a strong relationship between the pupillary diameter variability and the difficulty of a task, which indicates that a higher task difficulty demanded more variability of the pupils. Note that this data aggregates all 1,000 measurement points and is not meant to be a predictive device but to provide an overview of the association of these variables. Figure A2 in the Appendix shows the distribution of the PDV per person. Similarly, Figure A3 in the Appendix shows the time series of the PDV over the 1,000 measurement points.

The differences of the pupillary diameter variabilities between the low- and the medium-demand levels and between the medium- and the high-demand levels were all significant ($p_{left} < 0.01$, $p_{right} < 0.001$), which validates the possibility that one measures mental effort via PDV.

4.3 Relationship between Pupillary Diameter Variability and Performance

To assess the relationship between PDV and user performance, we calculated PDV as the standard deviation of the median pupil diameter for each of the 125 participants. We found a clear relationship between the performance score and the pupillary diameter variability (see Table 4): higher performance scores corresponded with higher PDVs. All differences between the absolute underperformers (0 score) and other performance groups (1, 2, or 3 score) were significant ($p_{left} < 0.1$; $p_{right} < 0.05$). In addition, the difference between the 1 score group and the 3 score group was significant for the right eye ($p_{right} < 0.1$).

<table>
<thead>
<tr>
<th>Performance score</th>
<th>PD [mm]</th>
<th>PDV [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Left eye</td>
<td>Right eye</td>
</tr>
<tr>
<td>No correct task (0/3)</td>
<td>3.2321</td>
<td>3.3390</td>
</tr>
<tr>
<td>One correct task (1/3)</td>
<td>3.1813</td>
<td>3.2052</td>
</tr>
<tr>
<td>Two correct tasks (2/3)</td>
<td>3.2630</td>
<td>3.2517</td>
</tr>
<tr>
<td>All tasks correct (3/3)</td>
<td>3.3876</td>
<td>3.4299</td>
</tr>
</tbody>
</table>

4.4 Random Forest Analysis

As we state in Section 3.6, we used the Random Forest (RF) method to predict user performance based on pupil diameter data. Because the participants needed different amounts of time to complete the three tasks, the number of measurement points differed between participants. Because the employed algorithm relied on data vectors of the same length and in order to reduce the data to a manageable size, we compressed the measurement points to 1,000 measurement points per eye per participant (mean compression factor: 95.67; SD: 49.09). For example, if 60,000 measurement points were available for a participant, we compressed 60 data points to 1, which yielded a measurement of 1,000 for this participant. For each participant, we based one compressed measurement point on the median of the adjacent uncompressed measurement points; no further interpolation was conducted. The online R source code in function “pdReadCompress” provides more details on compressing pupillary data (see below).
Next, we performed the RF method using 2,000 trees and standard settings for mtry and other tuning parameters. We used R version 3.3.0 for all analyses (R Core Team, 2014) and the randomForest package to conduct the RF analyses (Liaw & Wiener, 2002). This approach is predictive because we included only earlier measurement points as predictors for user performance. For example, at measurement point 200, we employed the first 200 measurement points of each participant as predictors in the RF model. Readers can download our R code from dx.doi.org/10.6084/m9.figshare.1050342. The code comprises one main analysis part and several functions.

One flaw in decision trees is their instability with regard to the input data. As a consequence, relatively small changes in the input data can have a large effect on the classification results. However, one can counteract this undesirable effect by drawing random samples of cases and features. For example, a typical RF classifier can “grow” to 1,000 or more trees and, thereby, diminish the effect of strong influential individual cases, which results in more stable results. The effect of drawing a random subset of variables that the RF method considers to be entry parameters for an individual tree (the excluded variables cannot enter the respective tree) allows “weaker” information to enter the model, which allows the RF method to use potentially important interactions that one or more powerful variable(s) would otherwise conceal and that the analysis would not identify. Thus, one needs to ensure that one does not test an analytical framework—RF or otherwise—based on its own construction sample because one runs the danger of overfitting. For that reason, we estimated the predictive accuracy of a decision tree in the RF method based on the part of the sample that we did not use for building the RF framework, an excluded part of the sample called the “out of bag” (OOB or test) sample. In doing so, one avoids the risk of overfitting. Thus, we assessed the predictive quality of the RF model via a cross-validation sample approach. Note that, for each tree, the RF method randomly selects cases and, thereby, includes approximately $1 - e^{-1} \approx 2/3$ of the cases in each tree. Thus, we used 63 percent of the data for the training samples and 37 percent for the validation samples.

### 4.5 Predictive Model Quality

Using our RF model, we were able to make a more granular distinction between the outperformers by predicting class membership. As only three participants scored 0 points, we combined score 0 and score 1 based on the fact that the RF method cannot learn sparsely populated categories.
The prediction errors (ERR) based on the left and the right pupillary response were substantially lower compared to the random error of 0.67 ($ERR_{left} = 0.51 < 0.67$, $ERR_{right} = 0.52 < 0.67$). The RF algorithm reached a good overall correct prediction rate ($ERR_{overall} = 0.52 < 0.67$; see Figure 3). Since we achieved a predictive gain of 45 percent (48% accuracy vs. 33% random line), the pupil diameter variability appears to predict user performance well (see RQ). Figures A5 to A7 in the Appendix show variants of the Random Forest models.

Also, in comparison to other established eye tracking- and pupillometry-based classification approaches, our PDV-based RF prediction performed well. For instance, Marshall (2007) found a predictive gain between 46 and 74 percent using in combination her ICA measure, eye blinks, eye saccades, and divergence. With the approach that we present here, we achieved a predictive gain of 45 percent by using only one variable (PDV).

To analyze the model performance in more detail, we examined the confusion matrix for different periods or measurement times. As Figure 4 shows, the predictive performance was constant during the whole experiment.

![Confusion Matrices for OOB Cases (Based on Percentages) for 5%, 10%, 25%, 50%, and 100% of Trial Time for Both Eyes (Three Score Categories/Classes) Based on Raw (Non-normalized) Data]

The model performance for a classification model with only two groups (low scorers, class 1 vs. high scorers, class 2) was similar (see Figure A2.4 for the confusion matrix plot). To analyze the model in more detail, readers can access the 1,000 confusion matrices online (https://figshare.com/s/df4cf73e44c9b335a9d).

5 Discussion

As anticipated, our experimental data revealed clear differences in the pupil diameter time series between underperformers and outperformers, which indicates that pupillary diameter data may be a possible predictor for user performance. In addition, we found a strong relationship between the pupillary diameter variability and the difficulty of a task. In fact, a higher task difficulty created more pupil variability. Furthermore, we found a clear relationship between user performance and the pupillary diameter variability. Our results from using the Random Forest method demonstrate that our method has a good ability to predict user performance (see RQ).

1 Bold text shows the OOB classification error (aggregated over the three classes). For each class, the figure depicts the OOB error rate. The figure plots the correct class in a stronger tone; it plots the incorrect classes in a lighter tone.
Our method was very robust, and neither screen brightness differences nor age differences affected it, which is impressive because luminance caused by lighting conditions (Steinhauer et al., 2004) and an individual’s age primarily influence pupil size (Birren, Casperson, & Botwinick, 1950; Van Gerven, Paas, Van Merriënboer, & Schmidt, 2004).

In addition, our results are promising because we evaluated our method with a realistic and large-scale experiment that used a real online social network application (i.e., LinkedIn). LinkedIn offered a complex and widely used information system with a lot of dynamic Web elements, interaction functions, and advertising banners.

Because this work constitute the first attempt to use eye tracking-based pupillometry for predicting user performance (to the best of our knowledge), we cannot easily compare our prediction accuracy with previous research. However, Kraft et al. (2017) recently achieved similar accuracy scores in using deep artificial neural networks and radial kernel-based support vector machines that computed up to 26 inputs from EEG, ECG, and EOG sensors. However, our method used only pupil diameter.

5.1 Contributions to Research and Practice

This study contributes to IS research because it is the first to propose a method to predict user performance based on a non-invasive, contact-free, and cost-efficient real-time measurement of mental effort. One can cost-efficiently apply our method in both research and practical environments without disturbing users.

With the method, we could measure mental effort in real time and do so more objectively—two big advantages compared to measuring it after the fact with users’ subjective self-rating. Our method also predicts user performance in real time based on this measurement. As such, our results are promising because they pave the way for one to dynamically adapt IT to a user’s mental effort and the expected user performance (e.g., by regulating the degree of information complexity and/or the font size or by presenting help texts) in real time; as such, it address one of the most challenging problems in IS research. As Figure 5 shows, we achieved good classification accuracy of user performance after only approximately 40 seconds (approximately 5% of the total trial time for each user). User performance is one of the most important IS constructs (Zhang et al., 2009; Kositanurit et al., 2011), while mental effort is in all probability closely related to further significant IS constructs such as perceived ease of use (Davis, 1989; de Guinea et al., 2014; Dimoka et al., 2011; van der Heijden, 2004).

Our method can also assist practitioners. For example, it can help individuals who operate safety-critical systems, such as nuclear power plants, automobiles, or aircraft, in assessing mental effort (Harris, 1961; Naranji, Sarkani, & Mazzuchi, 2015).

5.2 Limitations

As with any study, ours has several limitations. One limitation stems from our using the RF method as the sole machine-learning approach, a decision that we made for several reasons. First, we did not use a complicated data-cleansing approach; thus, in order to guarantee that one could use our method without the eye tracking system we chose, we recognized outliers in pupillary data. The RF method, however, is not very sensitive to outliers in training data (Ali et al., 2012). In addition, overfitting is not a problem in the RF method, and the RF algorithm learns quickly (Breiman, 2001)—two important preconditions for real-time predictions. Finally, the RF method regularly leads to greater accuracy than simple-/mixed-effect regression models or some other classifiers (Ali et al., 2012). However, one can still compare the results one obtains from using the RF method to those obtained with other machine-learning approaches.

In addition, by continuously recording task-evoked pupillary responses, we measured instantaneous effort (see Xie & Salvendy, 2000) but at a sampling rate much lower than an EEG would allow (e.g., Wang et al., 2016). Future work should triangulate the pupillary signal with other psychophysiological measures.

As we describe in Section 3.3, for technical reasons, our research design comprised a fixed task sequence (difficult/easy/intermediate). As such, future work needs to test a randomized task order that counterbalances task sequence. The design and its power would benefit from increased sample sizes and even samples from different populations. In a similar vein, our research design allowed for different task durations between the participants, and we compressed these duration differences to 1,000 measurement points. This standardization may impose difficulties when interpreting the data because, for example, 50
percent of trial time means different amounts of time for each participant. Future studies should control the trial time in order to control for this potential confounding variable.

In order to avoid inducing emotional arousal (cf. Bradshaw, 1967), we used emotion-free tasks in the experiment in order to not agitate the participants. However, we cannot discount that some of the 125 participants still felt emotions during the experiment. Researchers should address this concern in a replication study that uses different emotion-free tasks and a new sample.

Furthermore, note that mental effort increases whenever an individual is interested in something (e.g., by solving a task or just as a result of a stimulus) but also when a task becomes more demanding. Psychology research conceptualizes both factors. Motivation theorists have worked specifically on the relationship between (intrinsic) motivation and mental effort. For example, Csikszentmihályi (1975) introduced “flow” as a key concept in performance motivation. The flow mental state means a zone in which the user intrinsically performs an action in a feeling of energized focus and full attentional involvement that leads to a moderate level of mental effort (Afergan et al., 2014). Because of the positive relationship between intrinsic motivation and mental effort, pupillometry researchers have found that pupils enlarge when people view interesting stimuli. For example, Hess (1975) shows that the pupillary diameter of hungry human subjects dilates significantly more when they look at food compared to those who are not hungry, which indicates that intrinsic motivation leads to pupillary dilation. In addition, Libby, Lacey, and Lacey (1973) show that the pupillary diameter clearly corresponds with individuals’ own-rated attention-interest value when they view pictures.

In addition to the intrinsic driven enlargement of the pupil, it also increases with more demanding tasks. Researchers have used various performance theories to investigate the underlying relationship between mental effort and performance relationship, such as the job demands-resources theory (Bakker & Demerouti, 2006), dual process theory (Stanovich & West, 2000), information processing theory (Miller, 1956) and cognitive load theory (Sweller et al., 1988).

As a result, from observing pupillary increases, we cannot determine why mental effort increases at this point. We do not know if the increase is intrinsically or extrinsically motivated. However, the variability of the pupil diameter seems to predict user performance well. We can only speculate that maintaining this variability could be a positive individual characteristic that indicates task performance similar to the way heart rate variability is a positive individual characteristic that indicates physical fitness. Further, note that we based our models on z-standardized data to exclude idiosyncrasies such as different pupil sizes. However, this measure did not improve predictive accuracy, which leaves room for future research to shed light on the underlying processes.

5.3 Future Research

This study and its findings open a lot of future empirical and design-oriented research opportunities. Using our cost-efficient and physiology-based method, one can empirically investigate the relationships between mental effort and other important IS constructs such as perceived ease of use in a much more sophisticated manner (Dimoka et al., 2011; Dimoka et al., 2012; de Guinea et al., 2014). Furthermore, our approach may complement other eye-tracking approaches such as gaze-fixation analysis in order to improve user experience (Djamasi, Siegel, & Tullis, 2012; Sheng & Jokinapelly, 2012; Eckhardt et al., 2013; Djamasi, 2014), a triangulation that may also help to better explain the construct of mental effort itself since, until now, research has not defined mental effort and its derivatives well psychometrically (Xie & Salvendy, 2000; Dunaway & Steelman 2013, Matthews, Reineimer-Jones, Barber, & Abich, 2015).

Furthermore, our method opens up new research opportunities about dynamically adapting IT to users’ mental effort: such research would substantially enhance our understanding of IS constructs and ensure the technological impact of IS research results.

As we describe in Section 5.2, future work should use other ML algorithms, such as support vector machines, Bayesian networks, and artificial neural networks to evaluate the predictive power of user performance based on pupillary diameter variability.

The relationship we found between PDV and user performance (see Table 4) needs further investigation since the user performance-based increase of PDV was not always significant. Future research should more deeply analyze a non-linear relationship (e.g., saturation effects of PDVs). In addition, future research should focus on separating the intrinsic part of PDV from the extrinsic part.
Future work should also investigate alternative means for measuring the variance of the pupillary diameter (e.g., various statistical variance measures). Further, since prior research has found fruit evidence from analyzing the pupillary spectra in terms of mental effort (Buettner, 2014; Reiner & Gelfeld, 2014; Hossain & Yeasin, 2014), future research should also analyze the so-called pupillary hippocus (Buettner, 2014) and its frequency components in more detail.

In addition, one could potentially improve our method further by integrating higher-order statistics from frequency analyses as Marshall (2000, 2002, 2007) has proposed.

Following Chapanis’s (1967) argumentation, other unobserved potential factors probably balance each other out, but they may also mutually reinforce each other. Future work should try to replicate our study because replication is the most effective means of preventing influences from disturbances caused by uncontrolled/unobserved variables (Kirk, 2013).

6 Conclusion

In this paper, we propose a machine learning-based method for predicting user performance using eye tracking-based pupillometry. In a large-scale experimental evaluation with 125 participants aged from 21 to 61 years, we achieved a good classification accuracy of user performance after five percent trial time. Our experimental data revealed a clear relationship between user performance and pupillary diameter variability.

The novel method is effective, non-invasive, contact free, robust, not affected by screen brightness differences or by age differences, and can be applied cost-efficiently both in research and practical environments, which paves the way for one to adapt IT to a user’s mental effort and expected user performance in real time.
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Appendix: Additional Materials

The following figures show the distribution of missing values (Figure A1), the distribution of pupil diameter standard deviation (Figure A2), and the time series on the pupil diameter standard deviation (Figure A3). The vertical lines denote the median.

![Figure A1. Distribution of Missing Values (Left Panel: Compressed Data with 1,000 Measurement Points; Right Panel: Raw Data)](image1)  
![Figure A2. Distribution of Pupil Diameter Standard Deviation for Left Eye (Left) and Right Eye (Right)](image2)
Figure A3. Time Series on the Pupil Diameter Standard Deviation (Y-axis) for the 1,000 Measurement Points (X-axis)

Figure A4 shows pupil diameter time series for raw data and z-normalized data. As one can see in the left panels, the raw data clearly differentiates the group that scored 1 from the rest (the group that scored 0 comprised only three people and should be interpreted with caution). Interestingly, the right eye appeared to outperform the left eye due possibly to light influx in the experimental setup. Compressing the data based on the mean (as opposed to the median) appears to lead to a better separation of the score groups. On the other side, the z-normalized data do not differentiate the groups as clearly as the raw data models do.

Figure A4. Pupil Diameter Time Series for Raw Data and Z-normalized Data (Left vs. Right Panels) and for Median vs. Mean Aggregated Data (Upper vs. Lower Panels)
Figures A5 to A7 show the OOB prediction error rates.

Figure A5. Mean OOB Prediction Error for Random Forests for Measurement Points 1-1,000 for Left Eye (Upper Panel) and Right Eye (Lower Panel) with Two Outcome Groups Based on Raw (Non-normalized) Data

Figure A6. Mean OOB Prediction Error for Random Forests for Measurement Points 1-1,000 for Left Eye (Upper Panel) and Right Eye (Lower Panel) with Two Outcome Groups Based on Z-normalized Data
Figure A7. Mean OOB Prediction Error for Random Forests for Measurement Points 1-1,000 for Left Eye (Upper Panel) and Right Eye (Lower Panel) Based on Z-normalized Data

Figure A8 shows the confusion matrices for OOB cases in percentages. The panels depict five percent, 10 percent, 25 percent, 50 percent, and 100 percent of trial time (from left to right). Bold text shows the mean OOB classification error. Stronger tones show the correct classification rate.

Figure A8. Confusion Matrices for OOB Cases in Percentages (Class 1: “Low Scorers”; Class 2: “High Scorers”)
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