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Abstract  
As Large Language Models (LLM) emerge, opportunities for personalised learning are opening in 
education. LLMs are a valuable educational tool but raise ethical concerns regarding data privacy, 
consent, and potential bias reinforcement in higher education. Overusing AI-generated content can 
compromise critical thinking and problem-solving skills, resulting in less authentic learning. This 
creates a big question about using this disruptive model in education. To understand this, we attempt to 
review the use of LLMs in higher education through a systematic literature review utilising PRISMA 
approach. The findings reveal crucial insights into several challenges, but researchers are inclined to 
embrace LLMs for their benefits. The analysis reveals that higher education institutions must establish 
robust academic integrity policies and ensure AI-based assessments do not solely determine learning 
outcomes. A balanced approach that values social interaction, reflection, and collaboration is key to 
success in the AI world. 
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1 Introduction  
"Technology is like a double-edged sword – it offers tremendous opportunities, yet we must tread 

cautiously as we navigate its incorporation into our lives." - Authors 

Large language models (LLM) such as, GPT-3 and BERT, is an AI-based model that generates text like a 
human and answers questions accurately, among other tasks relating to language (Kasneci et al. 2023). 
Due to their ability to process vast amounts of text, generate human-like responses (Dergaa et al. 2023), 
LLMs are increasingly attractive for various applications in higher education (Rasul et al. 2023). 
Teachers and institutions must critically assess both the benefits and challenges associated with 
integrating LLMs into educational settings as they explore their potential for enhancing teaching and 
learning (Alqahtani et al. 2023; Rasul et al. 2023; Rudolph et al. 2023b). 

LLMs like BERT and GPT-3 are acknowledged to have transformative potential in higher education 
(Alqahtani et al. 2023), but a comprehensive understanding of the benefits and challenges remains 
fragmented and scattered (Rasul et al. 2023). This paper presents a systematic literature review focused 
on the benefits and challenges of LLMs in higher education to fill this research gap. This analysis aims 
to identify and synthesise relevant peer-reviewed studies, reports, and academic articles that explore the 
multifaceted implications of adopting LLMs in higher education using a systematic approach. Therefore, 
we formulated the following research question for our study: 

What are the benefits and challenges of using large language models in higher education? 

There are several reasons why this type of literature review is essential. A review study can offer useful 
insights into using LLMs for researchers and practitioners (Liu et al. 2023a). The first advantage is that 
it allows us to explore the diverse range of applications of LLMs, from automated assessment and natural 
language processing to personalised learning and content generation (Bauer et al. 2023). A second 
benefit of LLMs is that they enable the examination of the diverse contexts and populations in which 
they have been implemented, providing insight into their effectiveness and adaptability across various 
educational settings (Liu et al. 2023a; Rudolph et al. 2023b). Thirdly, through the systematic literature 
review, we can uncover potential challenges and limitations of LLM usage, such as ethical 
considerations, biases, and privacy and security concerns (Rasul et al. 2023). As a result of consolidating 
and analysing existing research, we identify trends and gaps in the literature regarding LLMs in higher 
education. In addition to contributing to educational research, this paper will guide educators, 
administrators, and policymakers in integrating LLMs into their educational practices. This systematic 
literature review aims to give future research endeavours a solid foundation and foster evidence-based 
discussions about leveraging large language models in higher education. 

The need for this study emerged from the literature itself. Liu et al. (2023a) suggested that future 
research needs summarising the limitations and embrace the potential opportunities associated with 
LLMs like ChatGPT. Exploring the challenges and advantages of innovative applications of AI in 
education can revolutionise the future of education (Alqahtani et al. 2023). Sullivan et al. (2023) argued 
that it is an important debate that we need further research to explore the ways ChatGPT has been 
discussed in higher education. Rudolph et al. (2023b) also suggested a need for research on the effects 
of AI-based tools in learning and teaching. It is important to understand both the affordances and the 
challenges of LLMs and conversation style generative AI in the higher education context (Eager and 
Brunton 2023). Moreover, not much has been done in this space to explore the benefits and challenges 
from a systematic perspective (Rasul et al. 2023). Therefore, the need of this literature review emerges 
even more currently where educators and researchers are exploring ways of ethical incorporation of 
LLMs in their learning and teaching model. 

The remaining paper is organised as follows; the next section presents a comprehensive literature review 
on the related concepts to this study. The following section then explains the literature review method. 
The subsequent two sections present the analysis of literature findings on the challenges and benefits of 
LLM in higher education. Then the next section entails implications and future research directions. 
Finally, the last section sheds light on this study's contribution and concluding remarks. 

2 Literature review 
The following sections provide a comprehensive literature review to understand LLMs and how they 
relate to higher education. 
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2.1 What are LLMs? 

In artificial intelligence and natural language processing, Large Language Models (LLMs) can ingest 
massive amounts of text data and generate human-like responses (De Angelis et al. 2023). Using deep 
learning techniques and neural networks, these models learn to mimic syntactic patterns, semantics and 
seemingly grasp language context (Limna et al. 2023). By providing new avenues for automation like 
versatility and ability to understand languages, personalisation, and efficient data processing, LLMs 
such as GPT-3 (Generative Pre-trained Transformer 3) and BERT (Bidirectional Encoder 
Representations from Transformers) have revolutionised several industries (Perkins 2023). Through 
natural language processing, LLMs assist in medical record analysis, drug discovery, and patient care in 
healthcare (Iftikhar 2023; Tang et al. 2023; Trajanov et al. 2023). Their applications in finance include 
sentiment analysis, financial forecasting, and fraud detection (Yang et al. 2023). In the e-commerce and 
media industries, LLMs play a key role in customer service, content creation, and language translation 
(Wu et al. 2023a). Since LLMs have the potential to transform learning experiences and aid researchers 
in a wide range of domains, they have attracted significant interest in higher education and research 
(Rasul et al. 2023; Rudolph et al. 2023b).  For example, students are drawn towards ChatGPT for 
paraphrasing, quick idea generation, syntactical programming errors and a lot more writing aids that 
doesn’t require in depth understanding of the concept. LLMs can enhance teaching by enhancing 
content generation, providing instant feedback, and supporting personalised learning pathways 
(Tapalova and Zhiyenbayeva 2022). In academic literature analysis, LLMs are used to analyse vast 
amounts of textual data, analyse sentiments, and uncover patterns (Liao et al. 2023).  

In late 2022, ChatGPT attracted substantial attention, marking an important turning point in LLM 
research (Cotton et al. 2023). Although researchers began to recognise LLM's potential before this, their 
implementation in education and research had not yet been fully explored (Yan et al. 2023). In light of 
the fact that educators and researchers are just now tapping into this technology, there is a need for 
comprehensive studies that assess its impact on student learning, academic writing, and knowledge 
dissemination (Sallam 2023). It is also essential to further investigate potential biases, data privacy 
issues, and ethical considerations surrounding using LLMs in academic environments (Perkins 2023). 
In examining the potential for LLMs in higher education and research, we find that more research is 
needed to fill the knowledge gaps. In the next section, we conducted a literature review on using LLMs 
in higher education to understand the gaps better.  

2.2 Use of LLMs in higher education 

Recently, Large Language Models (LLMs) have gained momentum in higher education, offering a range 
of opportunities to educators, researchers, and students. The potential impact of LLMs on teaching, 
learning, and research has been explored by scholars in various academic contexts (Limna et al. 2023; 
Perkins 2023; Rasul et al. 2023; Rudolph et al. 2023b). 

Several educational institutions are investigating LLMs to enhance content creation, automated grading, 
and personalised learning. With LLMs' natural language processing capabilities, real-time feedback and 
adaptive learning pathways can be provided, enabling a more individualised approach to learning 
(Tapalova and Zhiyenbayeva 2022). Students are eager to engage in interactive discussions with 
teachers when using LLMs to generate teaching materials, create assessments, and generate assessment 
materials (Eager and Brunton 2023). Furthermore, LLMs provide researchers with valuable tools for 
analysing large amounts of academic literature, identifying trends, and developing insights for their 
research (Lund et al. 2023). Through LLM-powered virtual tutors, students benefit from personalised 
learning and immediate support (Jeon and Lee 2023).  

Implementing and maintaining LLM-based solutions is one of the primary concerns for educational 
institutions (Milano et al. 2023). It requires significant computational resources and expertise to 
develop and refine LLM models, making it financially challenging (Liu et al. 2023a). A reliance on 
external platforms or proprietary LLMs may also raise privacy concerns and concerns about vendor lock-
in (Fraiwan and Khasawneh 2023). It may also be difficult for educational institutions to integrate LLMs 
into existing curricula (Rudolph et al. 2023a), as customising and aligning with specific learning 
outcomes can take considerable time. Several researchers have raised concerns about bias related to 
training data in LLMs used for academic literature analysis (Sallam 2023). Due to the vast amount of 
text available on the internet, LLMs may perpetuate existing biases, resulting in biased results (Hosseini 
and Horbach 2023). Researchers are unable to understand the reasoning behind LLM's outputs due to 
the opaque nature of LLM decision-making, often referred to as the "black box" problem (Hosseini and 
Horbach 2023; Sallam 2023). 
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Furthermore, researchers are concerned that plagiarism detection systems based on LLMs may flag 
legitimate academic work as plagiarised due to similar phrasing (Ajevski et al. 2023). There has been 
concern expressed by teachers who use LLMs in their classrooms about the loss of human interaction 
and personalised feedback (Jeon and Lee 2023). It is also important for teachers to avoid overreliance 
on LLM-generated content (Abd-Alrazaq et al. 2023), since it may not meet the needs of their diverse 
student populations. Moreover, as LLM technology advances, previously generated content may become 
obsolete, requiring constant adaptations and updates (Meskó and Topol 2023). 

Although LLMs in higher education have demonstrated their transformative potential, significant 
challenges and benefits remain associated with their implementation. Many studies look at specific 
applications of LLMs or their technical aspects but do not examine their impact from an overall 
perspective (Fan et al. 2023). More comprehensive studies are needed to address these gaps to explore 
the challenges educators and institutions face when integrating LLMs into education (Rasul et al. 2023). 
Further scrutiny is needed concerning data privacy, algorithmic biases, and academic integrity. A study 
should also examine whether LLMs are useful as virtual tutors and how they affect student motivation, 
academic performance, and critical thinking (Eager and Brunton 2023). By studying the experiences of 
educators and students in the adoption of LLMs in higher education, we can gain valuable insights into 
their long-term sustainability and effectiveness. 

3 Systematic Review Method 
A systematic literature review tests hypotheses, assesses prior studies' consistency, and summarises 
results (Higgins et al. 2019). It is an effective way to uncover the yet unexplored issues in the literature 
through a time-framed, process-oriented and effective review of previous work. Additionally, it ensures 
that all relevant literature for a domain is considered. A systematic literature review is the most 
appropriate approach to understanding the current trends, challenges and benefits and future research 
(Chhina et al. 2019), on the use of LLMs in higher education. 

Our approach was a combination of two approaches. The review uses a step-by-step methodology to 
produce reproducible and systematic results (Okoli and Schabram 2010) and a hermeneutic framework 
(Boell and Cecez-Kecmanovic 2014). With this iterative approach, we could expand pre-existing ideas 
and concepts within the literature and understand them better. To begin, you must clearly define the 
purpose of the review, which includes identifying its specific objectives and goals (Okoli and Schabram 
2010). In this study, we identified the purpose to explore the recent trends in the challenges and benefits 
of using LLMs in higher education. By identifying themes in the literature, we aimed to establish a 
framework for classifying these challenges, benefits and research directions. The second step involves 
developing a research protocol and training participants. An outline of the literature review process is 
included in the protocol (Keele 2007). Researchers formulate research questions during this stage, the 
review protocol is developed, and reviewers are trained to ensure consistency and rigor (Okoli and 
Schabram 2010). Our plan examined prominent databases such as Scopus (Elsevier), ScienceDirect, 
Web of Science, and Springer and Google Scholar. Our next step was to create a roadmap for the review 
process. The third and fourth steps involved the framework, which included literature search and 
practical screening to select literature (Okoli and Schabram 2010). We explored a number of frameworks 
for conducting systematic literature reviews in this study and identified the hermeneutic framework, 
which is rooted in hermeneutic philosophy and serves as a powerful theoretical basis for explaining and 
understanding the review process (Boell and Cecez-Kecmanovic 2014). Even though a hermeneutic 
framework includes two circles—an inner circle for searching and acquiring and a wider one for 
analysing and interpreting—for this study, only the search and acquisition circle was used, as it enables 
the identification of relevant literature rigorously.  

Literature acquisition and analysis become increasingly important as we gather more data (Boell and 
Cecez-Kecmanovic 2014). To capture the latest trends in the literature, we searched the aforementioned 
major databases from 2018 to 2023. However, as the topic gained attention in late 2022, most of the 
research included in this study is from 2023, as shown in Figure 1. Figure 2 below describes the complete 
selection process adopted from PRISMA. In this systematic review, we closely adhered to PRISMA 
guidelines, the most common peer-reviewed methodology (Page et al. 2021). Forty-one results from the 
selected databases and Google Scholar talk about using and implementing LLMs in the higher education 
industry. We refined our search strategy and continued the hermeneutic circle for identifying new 
literature sources of potential interest (Boell and Cecez-Kecmanovic 2014). However, as this area is quite 
recent, we could not locate more papers. A quality assessment of this type of literature is crucial, and the 
researchers should cite the source of the work (Rothstein and Hopewell 2009). For this study, the 
researchers ensured that all the source literature is appropriately cited with complete information. Using 
this approach, we were able to focus on selecting the best literature to use for our study. The next step 
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was to qualitatively extract the data to identify the challenges and benefits related to LLMs use and 
application in higher education. The following section of the paper presents a framework for classifying 
the challenges and benefits based on thematic patterns identified in the literature. 

 
Figure 1: Distribution of the reviewed studies over the years from 2019- to date 

 

  
Figure 2: Paper selection process for the review. Framework adapted and modified from PRISMA 

(PRISMA 2020) 

The final 41 studies were imported into NVivo for thematic analysis. NVivo is a renowned tool for 
qualitative data analysis. The idea was to assess these studies and identify the emerging themes for 
challenges, benefits and suggested opportunities for using LLM in higher education. The next section 
elaborates on the identified themes and the analysis of the findings. 
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4 Findings and Discussion 
It has been both a source of enthusiasm and apprehension to introduce Large Language Models (LLMs) 
to higher education. Despite the potential for LLMs to revolutionise teaching and learning, educational 
institutions also face many challenges that must be considered carefully. Here, we summarise the key 
findings about the benefits and challenges of using LLMs in higher education, shedding light on critical 
aspects for educators, researchers, and administrators to consider. 

4.1 Challenges of using LLM in higher education 

Below is the list of challenges accumulated from the analysis of the challenges described by the gathered 
studies for this systematic literature review. Table I in Appendix A shows the distribution of these 
challenges in the studies. 

1. Danger to Authentic Learning: An authentic learning experience is based on principles that 
can be used to guide institutions in designing curriculum that aligns student learning 
experiences with the world in which they will live and work (McKenzie et al. 2002). There is a 
risk of authentic learning experiences being undermined by the over-reliance on content 
generated by LLMs (Malik et al. 2023). As a result, students may become dependent on AI-
generated answers, which hinders their ability to think critically, solve problems, and be 
creative. By relying heavily on AI-generated responses, we risk compromising authentic 
learning based on real-world problems and deeper understanding (Chan and Tsi 2023). Despite 
their efficiency, AI-generated responses may lack a deeper understanding of underlying 
principles (Dergaa et al. 2023). It can result in a lack of in-depth knowledge and critical insights, 
both critical for success in academic and real-world settings. A shift in the role of educators in 
undergraduate education may be brought about by the increased use of LLMs for content 
generation and automated feedback (Rudolph et al. 2023b). Despite AI's value, it should not 
replace human instructors but complement them (Rasul et al. 2023). Reducing instructor 
involvement may negatively impact students' ability to learn and interact meaningfully. 

2. Academic misconduct: Misconduct can arise from a number of causes. As LLM-generated 
content is anonymous, students may mistake it for their work, resulting in the unintentional 
misappropriation of LLM-generated content as their own. (Liu et al. 2023c). The anonymity 
associated with the content also increases the likelihood of them submitting AI-generated 
responses without acknowledging their source (Susnjak 2022) and without attribution (Perkins 
2023). Easy access to these systems and the increasing demands for high-quality work may also 
contribute to students setting aside ethical concerns and turning to AI-generated content to help 
with assessments (Cotton et al. 2023).  

Using LLMs extensively for content generation, assessment, and feedback undermines 
academic integrity (Perkins 2023), while also leaving educators unable to accurately gauge 
students' abilities, and eroding trust in assessment and evaluation processes (Rasul et al. 2023). 
Institutions of higher learning rely on honesty, fairness, and accountability and seek to fairly 
assess student’s learning through assessments. Students that have misused generated content 
may be perceived as more proficient than they really are, thus resulting in inaccurate 
assessments of their abilities. This not degrades trust in academic institutions, but also 
negatively impacts the reputations of both the student and the institution.  

To address the ethical implications of AI integration, institutions must have robust policies and 
frameworks for academic integrity. Students should be educated about the importance of 
originality in academic work by institutions with clear policies against plagiarism. Students 
should also be challenged to demonstrate their understanding of subject matter through 
assessments and assignments that promote critical thinking. 

3. Unreliable and biased: While LLMs are powerful, they can still produce inaccurate or 
entirely falsified results (Van Dis et al. 2023). Educators must verify AI-generated content 
before using it in their classrooms to prevent misinformation. AI contributions must be properly 
cited and acknowledged to maintain academic honesty and give credit where credit is due 
(Cotton et al. 2023). It is common for LLMs to be trained using large datasets that include biased 
and inaccurate information. For educators, monitoring AI-generated content is crucial for 
preventing false or biased information from reaching students. The large datasets used to train 
LLMs risk inadvertently producing references to non-existent sources or fabricated authors 
(Perkins et al. 2023). As a result, research papers and scholarly works seriously threaten their 
credibility and academic integrity (Malik et al. 2023). To ensure their accuracy and legitimacy, 
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all users – educators, researchers and students – should manually verify LLM-generated 
references. Preventing unintentional inclusion of fictitious information or references requires 
educators and researchers to adopt rigorous fact-checking procedures. 

4. Ethical and Equity Practices: Introducing LLMs to higher education raises ethical concerns 
over data privacy, consent, and AI models potentially reinforcing biases (Wu et al. 2023b). 
Educators must be aware of equity concerns to ensure that all students have access to LLM 
resources. For training, LLMs utilise a vast amount of data, including text from various sources, 
including the Internet (Peng et al. 2023). The data must be handled with the utmost care. To 
ensure adequate protection of student data when integrating LLMs into education settings. 
Students need to be informed about how their data will be used by the service providers behind 
the LLMs with clear policies regarding data privacy. The technology and internet connections 
necessary to interact with LLMs may not be available to all students (Susnjak 2022). Educators 
must address these equity concerns to ensure that all students have equal access to LLM 
resources. 

5. Limited Evaluation of Graduate Skill Sets: There is no comprehensive assessment or 
evaluation of graduate skills or requirements through an LLM program (Susnjak 2022). It is 
important for higher-level learning outcomes not to be solely dependent on AI-based 
assessments. LLMs can assist with some aspects of assessment, such as providing information 
and feedback, but they may not fully capture the complexity and depth of higher-level learning 
outcomes (Farrokhnia et al. 2023). A comprehensive evaluation of graduate skills requires a 
comprehensive assessment approach that incorporates a variety of assessment methods, 
including projects, presentations, research papers, and practical applications. 

6. Lack of Social Interaction: AI-powered learning experiences may lack social interaction, 
which is crucial for students' emotional and social development (Rasul et al. 2023). 
Constructing meaning through reflection on experiences through collaboration and peer-to-
peer interaction is vital. By collaborating and interacting with peers, students can discuss ideas, 
exchange perspectives, and construct meaning together. The social interactions enhance the 
learning process, providing multiple dimensions that AI alone may not be able to provide 
(Markauskaite et al. 2022). 

LLMs in higher education present challenges that require thoughtful consideration and mitigation 
strategies. It is a concern that over-reliance on LLM-generated content may hinder students' ability to 
think critically and solve problems. A further threat to academic integrity arises when anonymous 
material generated by LLM is submitted as student work, resulting in academic misconduct. 
Undergraduate teaching can be adversely affected by the increased use of LLMs due to the reduced role 
of human instructors. Meaningful interactions between students and teachers may therefore be 
negatively affected. The results of LLMs may be unreliable or biased, which requires careful verification 
to avoid misinformation. Access to AI-generated answers may lead to academic dishonesty among 
students due to pressure to cheat. Data privacy, consent, and biases must be considered when 
integrating LLMs. A robust policy and framework are necessary to maintain academic integrity. 

Further, AI-powered learning experiences lack social interaction and comprehensive evaluation of 
graduate skill sets, which poses challenges to students. Furthermore, AI-generated content may include 
fictitious references, threatening research papers' credibility and authenticity. To address these 
challenges, educators, institutions, and researchers must collaborate to maximize LLM benefits while 
mitigating their drawbacks.  

4.2 Benefits of using LLM in higher education 

Below is a list of benefits described by the studies gathered for this review. The distribution of these 
benefits is presented in the Table II in Appendix B. 

1. Easy to Use and Explain Confusing Ideas: Students can better comprehend difficult topics 
by simplifying complex concepts through LLMs, such as ChatGPT (Chan and Tsi 2023). 
Educators also well, can use it to explain confusing concepts in a way that is more accessible. 
For example, ChatGPT, an Open AI LLM widely used by students, has proven effective in helping 
them grasp complex subjects. For example, on feeding the contents of this paper on ChatGPT, 
we asked it to suggest a title, and reading the whole text at once and analysing, the tool suggested 
the given title for this study. Students' understanding of complex ideas is enhanced, and their 
engagement with the material is heightened when LLMs like ChatGPT simplify complex ideas 
and provide clear explanations (Sallam et al. 2023). Further, LLMs allow students to interact 
seamlessly with technology, leading to an improved learning experience. A LLM such as 
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ChatGPT enhances students' creativity by helping them brainstorm ideas and organise their 
thoughts (Qadir 2023). For brainstorming with LLMs, students can present topics or ideas, and 
the model responds with related concepts, insights, and possible angles (Atlas 2023). By 
exploring multiple perspectives and possibilities, students can generate new ideas they might 
not have thought of otherwise. While LLMs can undoubtedly stimulate creativity, students' 
originality and individuality are essential to the creative process, and LLMs should not replace 
them. 

2. Smooth Out Awkward First Drafts: LLMs assist students with writing by suggesting 
corrections, refinements, and suggestions (Sallam 2023). Learners can write more effectively 
for academic purposes by refining language and structure. By using LLMs for writing, students 
can improve the clarity and coherence of their academic writing by using the system's 
corrections and refinements (Perkins 2023). ChatGPT, for instance, can provide insight into 
grammar and syntax, suggest appropriate vocabulary choices, and suggest better ways to 
organise research papers (Huang and Tan 2023). In academic writing, LLMs can serve as the 
“basic building blocks” (Van Dis et al. 2023).  As a result of providing accurate information and 
structuring content well, LLMs enable students to develop foundational writing skills (Dergaa 
et al. 2023). Using these models, students can strengthen their writing skills and proficiency in 
academic writing (Sullivan et al. 2023). Researchers can use LLMs as a starting point for further 
research by simply providing a prompt or question (Malik et al. 2023). It is common for 
language barriers to impede cross-cultural collaboration and knowledge dissemination. As a 
result of LLMs, students and researchers have been able to communicate and collaborate across 
linguistic barriers more easily (Latif et al. 2023). An LLM can also improve the clarity and 
coherence of written pieces by suggesting alternative sentence structures or synonyms (Atlas 
2023). Thus, students have more time to conduct in-depth research, engage in critical thinking, 
and explore their academic subjects creatively when they spend less time on repetitive tasks like 
proofreading and grammar checks. 

3. Preparation for AI Integration: Students exposed to LLMs in higher education are 
prepared for a future with widespread AI integration (Sallam et al. 2023). Digitally advanced 
workforces require students to understand AI technologies. Increasingly, technology-advanced 
workforces integrate AI into their processes (Rudolph et al. 2023b). LLMs prepare students for 
the technology-integrated workplaces, where took such as LLMs are in use (Krause 2023). 
Students studying LLMs, such as ChatGPT, have access to AI-driven language processing 
capabilities, and are familiar with the advantages and pitfalls of these systems. As these tools 
cannot read mind and lack the comprehensive understanding, using creative text prompts can 
produce the outcome that the user is looking for in a novel but in a less complex way (Haleem 
et al. 2022). These creative ways of text prompts should be incorporated in the curriculum. As 
a result of this exposure, students gain a better understanding of how AI-powered systems can 
understand, process, and generate human language and their limitations.  

4. Enhanced Learning through Personalisation: The LLM can provide students with 
learning experiences tailored to their needs (Abd-Alrazaq et al. 2023). A more personalised and 
effective learning experience can be achieved by providing learners with customised content and 
feedback. It can be challenging for educators to cater to the individual needs of each student in 
traditional classroom settings due to the lack of time and resources. LLMs can create 
personalised learning materials, exercises, and quizzes based on the students’ learning pace, 
prior knowledge, and interests (Kasneci et al. 2023). Even though these benefits are promising, 
it is important to balance personalisation and human interaction. 

5. Individualised Feedback: In addition to providing instant feedback on assignments, LLMs 
can enhance students' learning outcomes by identifying areas for improvement (Alqahtani et al. 
2023). One of the key advantages of using LLMs for this purpose is the ability to detect patterns 
and trends in students' writing and learning patterns (Liu et al. 2023a). Students can improve 
their reasoning and analytical abilities through LLMs' analysis of students' arguments and 
responses. It is extremely valuable to receive feedback on higher order thinking skills to foster 
a deeper understanding and growth in intellectual capacity. 

6. Automated Administrative Support: By focusing on teaching and researching rather than 
administrative tasks, LLMs allow educators to make a significant contribution to society 
(Alqahtani et al. 2023). Teachers can also focus on creating innovative teaching methods and 
curricula by leveraging LLMs for administrative support (Kasneci et al. 2023). As a result, they 
can devote more time to stimulating critical thinking, fostering engagement, and enhancing 
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deeper understanding. Changing the focus can result in more meaningful and impactful student 
interactions, nurturing a passion for learning and enhancing subject comprehension. 

7. Innovative Assessment Activities: Educators can use LLMs to design innovative 
assessment activities that promote students' critical thinking and problem-solving skills (Rasul 
et al. 2023). The LLM can provide immediate feedback to students as they respond to questions, 
guiding them towards the correct approach or encouraging them to explore alternative 
perspectives (Uchiyama et al. 2023). For example, educators can design virtual scenarios in 
which students must make decisions based on the information presented to them. 

It has been shown that Large Language Models (LLMs) enhance student and teacher learning 
experiences. With LLMs, such as ChatGPT, students can better grasp complicated concepts, while 
educators can make confusing ideas more accessible. Additionally, LLMs provide students with 
suggestions and corrections, which helps them improve their writing skills. An LLM helps students 
develop essential digital literacy skills necessary in a future where AI is widely integrated. As 
foundational building blocks for academic writing, these models provide accurate information and 
improve content structuring. By brainstorming with ChatGPT, students are also able to enhance their 
creativity. In addition to producing higher-quality work in less time, LLMs allow students to focus on 
other aspects of their education. Individualising learning experiences and providing feedback enriches 
learning and improves learning outcomes. Through various research and writing tasks, LLMs assist 
students in developing critical thinking skills and problem-solving abilities. Higher education 
institutions can maximise the potential of AI-powered learning by utilising these benefits to create an 
adaptive and enriching learning environment for students. 

5 Implications and future research directions 
The implications and future research direction of integrating Language Model Models (LLMs) in higher 
education are multifaceted and call for a comprehensive approach to address the challenges and 
opportunities identified by this study. Following are the potential implications and suggested future 
research directions: 

• Mitigation Strategies: To address LLMs' challenges in higher education, educational institutions 
should devise thoughtful mitigation strategies. As part of these strategies, guidelines and 
policies could be developed on the appropriate use of LLM-generated content, critical thinking 
exercises could be encouraged alongside LLM usage, and systems to detect academic 
misconduct could be implemented. We suggest future research on the framework development 
to address academic misconduct concerns raised by LLMs in education. 

• Faculty Training and Development: Faculty members and educators must receive training and 
professional development on effectively integrating LLMs into their teaching practices. The goal 
of training should be to use LLMs to complement human instruction, not to replace it, and to 
maintain the integrity of the learning process. It is suggested to have some research attempts 
towards the training and development of educators for incorporating LLMs in their pedagogies.  

• Ethical Considerations: Researchers need to conduct in-depth studies to determine whether 
LLM integration in higher education is ethical. Several issues should be explored, including data 
privacy concerns, the impact of AI on academic integrity, and potential biases in LLM-generated 
content. 

• Social Interaction and Learning Outcomes: Further research should explore how AI-powered 
learning experiences affect social interaction and emotional development. It is crucial to 
understand how LLMs affect peer-to-peer interactions and collaboration to optimise the 
learning environment, 

• Accuracy and Reliability: To minimise the risk of misinformation, researchers can enhance the 
verification process of AI-generated information. More research is needed to improve the 
accuracy and reliability of LLM-generated content. 

• Evaluating LLM-Based Assessments: To understand the effectiveness and limitations of using 
LLMs to evaluate student performance, researchers should compare the results of AI-based 
assessments with those of traditional assessments. 
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• Cross-Disciplinary Impact: Examine the impact of LLMs across various academic disciplines. 
Understanding the nuances of LLM integration is crucial for successful implementation across 
different subjects. 

Future studies should examine mitigation strategies, faculty training, ethical considerations to ensure 
successful integration, and the impact of LLMs on social interaction and skill development. It is 
important to seek ways to enhance the accuracy and reliability of LLM-generated content and assess 
student engagement, satisfaction, and long-term outcomes. As higher education institutions address 
these implications and focus on continuous improvement, they can create an adaptive, enriching 
learning environment that prepares students for an AI-enabled world. 

6 Contribution and Conclusion 
In this systematic literature review, we sought to shed light on critical aspects educators, researchers, 
and administrators must consider when implementing LLMs. The findings of this study provide valuable 
insights for optimising LLM use and contribute to growing knowledge on AI integration in education. It 
highlights several challenges associated with integrating LLMs into higher education, such as the risk of 
academic misconduct, the reduced role of instructors, unreliable and biased results, and the possibility 
of academic dishonesty. Privacy issues, consent issues, and possible biases in AI models also emerged 
as major challenges. Furthermore, LLM-generated content appears to contain fictitious references and 
lacks social interaction, which indicates deficiencies in evaluating graduate skill sets. However, 
transformative technology also holds several benefits for academia which cannot be ignored. Developing 
digital literacy skills is essential for a future where artificial intelligence is widely used. Individualising 
learning experiences and providing feedback enrich learning and enhance learning outcomes. LLMs also 
hold great potential for educators to incorporate innovative assessments using them.  

The study proposes several research directions to address the challenges summarised in the literature 
so that the benefits cannot be overlooked. Universities should devise mitigation strategies, such as 
establishing guidelines and policies on LLM use, encouraging critical thinking alongside LLM-produced 
content, and creating systems to detect academic misconduct. The second factor is faculty development 
and training, which are essential to successfully integrating an LLM. LLM integration should be 
examined in depth in terms of ethical considerations. Research can focus on improving the verification 
process of AI-generated information to enhance the accuracy and reliability of LLM-generated content. 
The implications and suggestions presented in this study can help higher education institutions create 
engaging, adaptive, and enriching learning environments that prepare students for AI-enabled careers. 
For future generations to benefit from the potential of LLMs for revolutionising teaching and learning, 
educators, researchers, and administrators will have to collaborate to maximise AI's potential in 
education. Although every possible measure has been taken to consider every relevant study, the study 
does not ignore the possibility of human error. Further research is to overcome this limitation by 
including more studies in future.  
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Appendix A 
Table I: Distribution of challenges of using LLMs in higher education across the studies reviewed. 

 

Challenges Source 

Danger to Authentic Learning McMurtrie (2023), Rasul et al. (2023), Rudolph et al. (2023b), 
Jalil et al. (2023), Alqahtani et al. (2023), Crawford et al. (2023b), 
Eager and Brunton (2023), Crawford et al. (2023a), Perkins 
(2023), Milano et al. (2023), Susnjak (2022), Qadir (2023), Peng 
et al. (2023), Markauskaite et al. (2022), Malik et al. (2023), 
Leinonen et al. (2023), Dergaa et al. (2023),  

Academic misconduct Rasul et al. (2023), Mills et al. (2023),  Dobslaw and Bergh (2023), 
Cochran et al. (2023), Marron (2023), Jalil et al. (2023), Alqahtani 
et al. (2023), Eager and Brunton (2023), Crawford et al. (2023a), 
Perkins (2023),  Kasneci et al. (2023), Susnjak (2022), Qadir 
(2023), Malik et al. (2023), Huang and Tan (2023), Farrokhnia et 
al. (2023), Cotton et al. (2023),  

Unreliable and biased McMurtrie (2023), Teel et al. (2023), Bhayana et al. (2023), Jalil 
et al. (2023), Alqahtani et al. (2023), Eager and Brunton (2023), 
Álvarez-Álvarez and Falcon (2023), Bauer et al. (2023), Crawford 
et al. (2023a), Kasneci et al. (2023), Milano et al. (2023), Rasheed 
et al. (2019), Qadir (2023), Farrokhnia et al. (2023),  

Ethical and Equity Practices Rasul et al. (2023), Koutcheme (2023), Alqahtani et al. (2023), 
Crawford et al. (2023b), Crawford et al. (2023b), Eager and 
Brunton (2023), Bauer et al. (2023), Crawford et al. (2023a), 
Perkins (2023), Kasneci et al. (2023), Milano et al. (2023), 
Rasheed et al. (2019), Qadir (2023), Malik et al. (2023), Liu et al. 
(2023c), Cotton et al. (2023) 

Limited Evaluation of Graduate 
Skill Sets 

McMurtrie (2023), Cochran et al. (2023), Marron (2023), Jalil et 
al. (2023), Alqahtani et al. (2023), Eager and Brunton (2023), 
Crawford et al. (2023a), Perkins (2023),  

Lack of Social Interaction Rasul et al. (2023), Eager and Brunton (2023),  
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Appendix B 
Table II: Distribution of benefits of using LLMs in higher education across the studies reviewed. 
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Benefits Source 
Easy to Use and Explain 
Confusing Ideas 

McMurtrie (2023), Dobslaw and Bergh (2023), Rudolph et al. (2023b), 
Bhayana et al. (2023), Alqahtani et al. (2023), Crawford et al. (2023b), 
Eager and Brunton (2023), Álvarez-Álvarez and Falcon (2023), Crawford 
et al. (2023a), Perkins (2023),  

Smooth Out Awkward 
First Drafts 

Rasul et al. (2023), Giannos (2023), Cochran et al. (2023), Alqahtani et 
al. (2023), Crawford et al. (2023b), Dergaa et al. (2023), Álvarez-Álvarez 
and Falcon (2023), Kasneci et al. (2023), Liu et al. (2023c), Liu et al. 
(2023b), Latif et al. (2023), Huang and Tan (2023) 

Preparation for AI 
Integration 

McMurtrie (2023), Rasul et al. (2023), Dobslaw and Bergh (2023),  
Rudolph et al. (2023b), Giannos (2023), Bhayana et al. (2023), Marron 
(2023), Jalil et al. (2023), Alqahtani et al. (2023), Crawford et al. (2023b), 
Eager and Brunton (2023), Álvarez-Álvarez and Falcon (2023), Bauer et 
al. (2023), Crawford et al. (2023a), Perkins (2023), Kasneci et al. (2023), 
Malik et al. (2023), Krause (2023),  

Enhanced Learning 
through Personalisation 

Rasul et al. (2023), Rudolph et al. (2023b), Giannos (2023), Cochran et 
al. (2023), Crawford et al. (2023b), Eager and Brunton (2023), Crawford 
et al. (2023a), Kasneci et al. (2023), Milano et al. (2023), Qadir (2023), 
(Cotton et al. 2023) 

Individualised Feedback Rasul et al. (2023), Mills et al. (2023), Rudolph et al. (2023b), Alqahtani 
et al. (2023), Álvarez-Álvarez and Falcon (2023), Crawford et al. (2023a), 
Perkins (2023), Kasneci et al. (2023), Ndukwe et al. (2020), Rasheed et 
al. (2019), Uchiyama et al. (2023), Qadir (2023), Farrokhnia et al. (2023),  

Automated 
Administrative Support 

Rasul et al. (2023), Rudolph et al. (2023b), Alqahtani et al. (2023), 
Crawford et al. (2023b), Bauer et al. (2023), Ndukwe et al. (2020), Perkins 
et al. (2023), Farrokhnia et al. (2023),  

Innovative Assessment 
Activities 

Rasul et al. (2023), Dobslaw and Bergh (2023), Rudolph et al. (2023b), 
Cochran et al. (2023), Alqahtani et al. (2023), Crawford et al. (2023b), 
Eager and Brunton (2023), Álvarez-Álvarez and Falcon (2023), Bauer et 
al. (2023), Crawford et al. (2023a), Perkins (2023), Kasneci et al. (2023), 
Milano et al. (2023), Ndukwe et al. (2020), Rasheed et al. (2019), Liu et 
al. (2023b), Uchiyama et al. (2023), Perkins et al. (2023), Malik et al. 
(2023), Cotton et al. (2023),  
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