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Abstract. Manufacturing companies face a vast increase of data. Connected sen-

sors turn physically isolated objects into nodes in data communication networks. 

This development enables but also forces companies to harness their data to gain 

a competitive edge. In this regard, anomaly detection enables seamless processes, 

so that production failures can be avoided. Artificial intelligence (AI) and espe-

cially machine learning and deep learning constitute instruments to leverage sta-

tistical complexity necessary to identify anomalies in these vast amounts of data. 

AI-based anomaly detection has therefore been subject to an intensive academic 

discourse in Information Systems. This short paper provides preliminary results 

from a bibliometric analysis highlighting the development over time of scientific 

contributions in this field. Our findings show that the academic discourse has 

gained momentum but is still pre-mature. Additionally, we find that a technical 

perspective on the topic prevails in literature. 

Keywords: Artificial intelligence, anomaly detection, bibliometric analysis, 

manufacturing. 

1 Introduction 

As is the case with numerous other sectors, the manufacturing industry is subject to 

considerable competitive pressure driven by the relentless pursuit of optimization. This 

is especially pertinent in the manufacturing sector, given that the potential for improve-

ment is consistently being tapped into through the use of technologies such as anomaly 

detection to minimize flaws in the production. Therefore, there is increased pressure to 

optimize manufacturing processes to save costs and offer products at lower prices. Ar-

tificial Intelligence (AI)-based anomaly detection has been identified as a driver for 

manufacturing process optimization (Peres et al. 2018). 

Anomaly detection targets the identification of unexpected events (Chandola et al. 

2009). In manufacturing, the aim is to alert decision-makers regarding about the occur-

rence of anomalies such as unexpected machinery wear or production defects to entail 



 

 

initiate remediate corrective actions (Huang et al. 2021). The capability to leverage 

complex statistical models using machine learning supports the inference of infor-

mation from data  (Janiesch et al. 2021).  

Despite the importance of AI-based anomaly detection in manufacturing, related lit-

erature is scattered into isolated publications. Aggregating literature that characterizes 

the development of the topic in science is scarce. However, publications in adjacent 

fields in Information Systems (IS) show that an aggregated understanding of scientific 

pathways of topics opens potentials for further development in academia and practice  

(e.g., Schöbel et al. 2021; Wanner et al. 2023; Zschech et al. 2019). On this basis, we 

formulate the following research question (RQ): 

RQ: How has research on AI-based anomaly detection in manufacturing developed 

over time? 

To answer the RQ, we conducted a bibliometric study based on 161 publications. 

More specifically, we analyzed types of outlets, citations, and keywords over the past 

six years. This short paper includes preliminary answers to the RQ. Further bibliometric 

analyses that build on an extended literature database to address the RQ in greater detail 

are still ongoing. 

2 Research Methodology 

To find answers to both research questions, we structured our research into the three 

phases of data acquisition, data preparation, and data analysis (Donthu et al. 2021). 

Data acquisition marks the first phase, the focus was on ensuring that required infor-

mation is included in the data. Due to their vast diffusion in IS, we adhered to the guide-

lines established by vom Brocke et al. (2009). We first defined the scope on what we 

look for in the gathered search results. Until now, in our search we did not focus on the 

results or methods presented in the publications, rather than on the meta data, such as 

citations or keywords. In this short paper, we searched the databases IEEE Xplore, Sco-

pus, Web of Science, EBSCOhost and AISEL as these cover a broad variety of high-

quality outlets on relevant topic. 

Our search term consists of three connected blocks of terms and their a bbreviations. 

Each block represents one of the three core topics that define the AI -based anomaly 

detection in manufacturing domain. The first block contains terms regarding AI. The 

second one focuses on anomalies. Lastly, the third block refers to manufac turing ter-

minology. The final search term is the following: (AI-based OR "Artificial Intelligence-

based" OR ML-based OR "machine learning-based" OR DL-based OR "deep learning-

based") AND (anomaly OR outlier OR error) AND ("Industrie 4.0" OR "industry 4.0" 

OR "intelligent manufacturing" OR "smart factory" OR "smart manufacturing" OR 

"IIoT" OR "industrial Internet of things"). 

In total, we found 717 publications. After deduplication and filtering of the titles, 

161 sources remain. The oldest results are from 2016 with one Outlier in 2006. Inde-

pendent of this, we identified the most cited authors in Google Scholar. 



 

 

Subsequently, the second phase focuses on data preparation for data analysis in the 

third phase. The gathered data from the literature databases was structurally heteroge-

neous. To enable analysis, we aligned the data formats. The meta data includes the 

corresponding databases, authors, titles, publication years, countries of the authors in-

stitutions, keywords, and whether the publication is from a journal or proceeding. 

The design of data and data formats is based on other bibliometric analyses in the IS 

domain (e.g., Honey et al. 2022; Smacchia and Za 2022; Schöbel et al. 2023). Besides 

structural homogenization, data preparation also included semantic alignment of key-

words. For example, “industrial Internet of things (IIoT)” was reduced to “industrial 

Internet of things”. We hereby aimed to do as little alterations as necessary. 

Phase three covers data analysis. Rather than a static, predefined procedure, we used 

an explorative, iterative approach as intermediate results may open avenues for further 

research. To determine the most cited publications according to Google Scholar, we 

used a Python script provided by Wittmann (2017). 

3 Theoretical Background 

Anomaly detection is a method of identifying patterns in data that deviate from the 

norm (Chandola et al. 2009). This approach is employed in manufacturing, because the 

time-series sensor data can be analyzed by computers to identify faults during produc-

tion (Stahmann and Rieger 2021). AI has the potential to be a significant factor in this 

process. By employing sophisticated statistical machine learning techniques, AI can 

discern the attributes of patterns and indications of anomalies. The advantage of AI is 

that it enables the use of a variety of statistical methods, each of which may be suited 

best to different types of data  (Russell and Norvig 2022). 

Classification algorithms delineate data into normal and anom alous classes (e.g., 

Saci et al. 2021). It is a  supervised technique, which requires a training phase before 

algorithm deployment. As an unsupervised technique, clustering algorithms constitute 

a more explorative approach, where data are assigned to homogeneous clusters (e.g., 

Mucchielli et al. 2021). Data points that are not assigned to expected clusters are con-

sidered anomalous. Furthermore, predictive analysis enables forecasting future states 

in production processes (Stefani and Zschech 2018).  

Companies can take advantage of this by selecting the most appropriate machine 

learning methods for their needs. Machine learning can be used to predict known anom-

alies at an early stage, enabling intervention even before critical failures occur for pre-

ventive actions ensuring seamless processes and to minimize downtimes (Corallo et al. 

2018). With the decision making behavior of AI, it has the potential to expand the au-

tomation of manufacturing processes (Arinez et al. 2020; Yang et al. 2021). For in-

stance, an AI detects an anomaly and triggers the corresponding reaction automatically. 

4 Preliminary Results and Contributions 

In the following, preliminary analysis results are structured into citation  analysis, outlet 

analysis, and keyword analysis. 



 

 

Citation analysis. First, we identified the most cited publications to understand 

which publications constitute the most relevant basis for further scholars. To get a reli-

able picture, we also considered the average citations per year. These support an eval-

uation whether a publication constitutes a lasting foundation for future research. Figure 

1 displays the most cited publications in AI-based anomaly detection in smart manu-

facturing. Noteworthy, the top four most cited publications in total are also the most 

cited publications on average over the last years. The oldest publication is from 2016 

(Wang et al.), the others are from 2020 (Zonta et al; Çınar et al.), 2021 (Sarker; Zhang 

and Lu) or 2022 (Ahmed et al.). 

 

Figure 1. Most cited publications 

Outlet analysis. To further identify the development of the field of the academic 

discourse over the last years we investigated the distribution of outlet types over time. 

whether a publication distributed as part of a journal or conference. Figure 2 shows the 

absolute number of publications in conference proceedings and journals. 

Beginning from 2019, the number of publications increases with an average rate of 

162% per year (185% in conference proceedings and 154% in journal publications). It 

is worth noting that the proportion of journal publications is gradually increasing in 

comparison to conference proceedings, with 25% of the publications in 2023 appearing 

in journals. 

 

 

Figure 2. Annual published articles (left) and top six most used keywords (right) 
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Keyword analysis. The analysis of keywords aims to provide an understanding of 

the most relevant topics in AI-based anomaly detection in manufacturing and how they 

developed over time. Figure 2 shows on the right side the development of the six most 

frequently used keywords as chosen by the authors of the identified publications. 

The most prominent keywords are “anomaly detection”, “machine learning”, and 

“deep learning”. “ achine learning” dominated until 2022 and has then been overtaken 

by “deep learning”. Deep learning is usually used for more complex problem-solving 

that may be due to data variety in manufacturing (Wang et al. 2018). Four out of the 

six most frequently used keywords relate to manufacturing as application domain. Out 

of these “predicti e maintenance” constitute the majority in 2023. (Industria l) “Internet 

of things” and “industry  . ” derive from national initiatives towards the digitization 

of manufacturing. The industrial Internet of things is the US American term, whereas 

industry 4.0 has its roots in Germany. 

Preliminary practical and theoretical contributions. Our research aims for a con-

tribution to both practice and academia. Academics can use the results as starting points 

for future research and by newcomers to the field to gain an overview and familiarize 

themselves with the various aspects of the field. Additionally, our work supports re-

searchers in identifying relevant topics and keywords for their own literature search in 

their work and thus creates an incentive to explore AI-based anomaly detection in man-

ufacturing. The results of our research offer practitioners benefits as well. They can use 

the findings to more accurately assess past developments and identify potential issues 

caused by outdated technologies. The insights into future trends enable companies to 

anticipate changes and capitalize on them. 

5 Conclusion, Limitations, and Outlook 

In our preliminary study, we conducted a bibliometric analysis following Donthu et al. 

(2021) to observe the development and future directions of AI -based anomaly detec-

tion. In particular, for this research-in-progress paper, we focused on the timely devel-

opments regarding the citations and keywords used in the data. 

To answer our RQ: The findings suggest that the field is transitioning from a young 

and fast changing area towards a more mature research field. This is seen in the devel-

opment of the conference to journal ratio towards journals from 2021 and onwards. We 

also showed the most cited works, that are journal articles that predominantly describe 

a state of the art or fundamentals relevant to the field.  

With the keyword analysis, we find indications of a development towards more so-

phisticated statistical models for anomaly detection as deep learning characterizes by 

more complex model building than machine learning. The prominence of  “Internet of 

things” and “industry 4.0” indicates that AI-based anomaly detection has a significant 

share in digitization initiatives from the perspective of the academic discourse. Further-

more, we find that the academic discourse seems to be considered through a meth odo-

logical or technical lens, as “machine learning” and “deep learning” occur more fre-

quently than terms relating to the digitization of manufacturing. An academic discourse 



 

 

guided by methodological considerations indicates a focus on problem -solving, that is 

ensuring seamless manufacturing processes with provided data. 

Despite rigorous adherence to scientific guidelines of vom Brocke et al. (2009), the 

literature search process has some limitations. Choices on databases, search strings, and 

parameters have a significant influence on results of bibliometric analyses. Addition-

ally, the selection of publications as well as database depends on subjective content 

interpretation. There is no guarantee that we did not miss publications that would have 

been relevant to investigating the research questions. Furthermore, keywords used in 

bibliometric analyses to reflect content of publications and literature streams (Schöbel 

et al. 2021; Schöbel et al. 2023) are only proxies that address essential aspects of con-

tent, but can never fully depict the complexity of contributions. 

In order to obtain a broader representation of the field, we plan to expand our re-

search by not only increasing the number of publications as a database for bibliometric 

analysis, but also by expanding our methodological toolbox. We will add publications 

found for example in the databases ACM or Springer Link. The choice of databases is 

due to their broad and complementary coverage of various outlets that engage with the 

topics of applied computer science, AI, and smart manufacturing. 

In our further research, we will detail the presented analyses based on the broader 

literature coverage. In terms of citations, and keyword use, we plan to conduct network 

analysis to identify (covert) groupings by topic and geographic distributions to further 

investigate local clusters and focal points. We will not only look at the quantity of pub-

lications over the years, but also on the geographical diffusion of different key aspects 

in the domain over certain time spans. For example, we plan on investigating whether 

the network shows signs of saturation in regard to expansion and networking. Addi-

tionally, this can be used by practioners to identify global trends, such as on-demand 

machine learning as part of artificial-intelligence as a service solutions (e.g., Lins et al. 

2021). Regarding outlets, we will extend the perspective on outlet types towards ana-

lyzing which conferences and journals engage with which topics over time. This may 

foster an understanding of the development today and reveal future research avenues 

(Schöbel et al. 2023). Broader keyword analyses including their topic-wise relations 

will support the identification clusters suitable to project future research directions 

(Donthu et al. 2021). The expected contribution of our full research yields at a  charac-

terization of the development of research on AI-based anomaly detection in manufac-

turing (RQ). In addition, we want to expand with complementary RQs to include further 

perspectives and also identify future research directions. 
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