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Data Mining Algorithms Predicting Different Types of 

Cancer: Integrative Literature Review

Abstract

Based on the World Health Organization, cancer is the second leading cause of death globally and 
is responsible for an estimated 9.6 million deaths in 2018. Globally, about 1 in 6 deaths is due to 
cancer, and approximately 70% of deaths from cancer occur in low and middle-income countries. 
with accelerating developments in technologies and the digitization of healthcare, a lot of cancer's 
data have been collected, and multiple cancer repositories have been created as a result. cancer 
has become a data-intensive area of research over the last decade. A large number of researchers 
have used data mining algorithms in predicting different types of cancer to reduce the cost of tests 
used to predict different types of cancer, especially in low and middle-income countries. This 
paper reports on a systematic examination of the literature on data mining algorithms predicting 
different types of cancer through which we provide a thorough review, analysis, and synthesis of 
research published in the past 10 years. We follow the systematic literature review methodology 
to examine theories, problems, methodologies, and major findings of related studies on data 
mining algorithms predicting cancer that were published between 2009 and 2019. Using thematic 
analysis, we develop a research taxonomy that summarizes the main algorithms used in the 
existing research in the field, and we identify the most used data mining algorithms in predicting 
different types of cancer. In addition, to data mining algorithms used in predicting each type of 
cancer, as mentioned in the reviewed studies. We also identify the most popular types of cancer 
that researchers tackled using predictive analytics.

Key Words: Data Mining Algorithms, Predicting Cancer, Cancer Types, Integrative Literature 
Review

Introduction

As increase of availability of quality data on different fields, the integration of data repositories 

into warehouses and the increase in data processing and storage capabilities in parallel with 

decrease cost, the concept of data mining emerged. Data mining is the process that uses statistical, 

mathematical and artificial intelligence techniques to extract and identify useful information and 

knowledge (patterns) from large sets of data involving methods at the intersection of machine 

learning, statistics, and database systems. Once the information and patterns are found it can be 



used to make decisions for developing the business [1]-[5]. Data mining tools can give answers to 
your various questions related to your business which was too difficult to resolve, other names 
associated with data mining: knowledge extraction, pattern analysis and knowledge discovery. 
Based on the way in which the patterns are extracted from the historical data, the learning 

algorithm can be classified as supervised or unsupervised. With supervised learning algorithms, the 

training data includes both the descriptive attributes and the class attributes. with unsupervised 

learning the training data includes only the descriptive attributes. The data mining consists of 

various Techniques some of these techniques are tracking patterns, outlier detection (Identifying 

Anomalies) and association [8][9].

Data mining used in healthcare; Data mining holds great potential to improve health systems. It 

uses data and analytics to identify best practices that improve care and reduce costs. Mining can be 

used to predict the volume of patients in every category. Generally, it discovers the relationships 

between diseases and the effectiveness of treatments. That is to identify new drugs or to ensure 

that patients receive appropriate, timely care [13]. data mining can also help healthcare insurers to 

detect fraud and abuse. Data mining helps identify the patterns of successful medical therapies for 

different illness. Classification is a data mining technique that assigns categories to a collection of 

data in order to aid in more accurate predictions and analysis, classification is the most frequently 

used data mining technique for real world problems (e.g. healthcare problems) it's part of the 

machine-learning family, classification employ supervised learning for example we use classification 

to predict the type of disease given symptoms [18] .The most field that use classification technique  

is healthcare, data mining classification techniques applied for breast cancer diagnosis and 

prognosis.

In the last few years, a significant amount of research has been conducted on predicting cancer 

using data mining algorithms. the main purpose of this research is to systematically review, 

analyze, and synthesize existing research on predicting different types of cancer using data mining 

algorithms, it provides a research taxonomy and framework which offer important insights for 

researchers working on data mining algorithms to predict the presence of different types of cancer. 

We aim to answer the following research questions.

RQ1.What is the mostly used data mining algorithms in predicting different types of cancer?

RQ2.What is the data mining algorithms used in predicting each type of cancer?

RQ3.What is the most popular type of cancer that researchers have made studies on it and used 

data mining algorithms in predicting it?

To answer these research questions, we conducted a systematic literature review to identify high-

quality research papers that used data mining algorithms in predicting cancer. To this end, we 

followed the systematic literature review methodology proposed by IEEE transactions on 

professional communication journal. In their methodology, the systematic review process consists 

of three phases: planning the review, conducting the review, and data extraction and synthesis.



The rest of this paper is organized as follows. First, the systematic literature review process 

employed in this research is discussed. Second, an analysis and discussion of the results is provided. 

Third, conclusions.[22]

RESEARCH METHODOLOGY: INTEGRATIVE LITERATURE REVIEW PROCESS

the systematic review process consists of three phases: planning the review, conducting the review, 

and data extraction and synthesis. Fig. 1 shows the three phases of the methodology and their 

steps.[22]

In planning the review, the aim is to specify a topic to be covered and the research questions to be 

addressed. In this study, the researchers decided to review published literature on predicting 

cancer using data mining algorithms to identify the mostly used algorithms in researches on the 

topic.

The goal of the second phase, conducting the review, is to conduct a comprehensive, unbiased 

search on the literature, based on numerous search rules and parameters, to identify a set of 

articles to be reviewed. These rules and parameters include year coverage, database to be 

searched, keywords and search terms, and inclusion and exclusion criteria. The process begins by 

identifying the span of research publication years to be covered. To reflect the current state of the 

research, we include research papers published between 2009 and 2019.



As a search strategy, to acquire a handful of quality sources for the review, the researchers decided 

to conduct the search in three of the most recognized databases: Medline, Pubmed, IEEE Xplore. 

The next step was to define rules to govern the literature search, identifying specific, relevant 

search terms and keywords to be used in the research retrieval process. The search terms and 

keywords that we used during initial search are data mining predict cancer, cancer detection and 

data mining and data mining detect cancer.

We applied the advanced search features in ways that allowed us to maintain consistency across all 

databases. For our initial review, we searched in the abstract, keyword, and title. We excluded all 

duplicates, based on the title and abstract review, to yield an initial corpus of 495 published works 

used for further analysis.

The next step was to formulate inclusion and exclusion criteria. Through an iterative process, the 

researchers came up with the following criteria.

1. The corpus should include only studies published in English Studies published in languages other

than English were excluded (64 studies were excluded).

2. The corpus shouldn't include articles that did not undergo peer review process according to

journal policy (145 studies were excluded).

3. The corpus should also include only journal papers on conference. Entries in the initial corpus,

including books, book chapters, notes, and technical reports, were excluded. (5 studies were

excluded).

4. Of the remaining articles and proceedings papers, we reviewed the titles and abstracts using our

selection rules related to the content, described below. This left us with a set of 83 articles and

proceedings (198 studies were excluded).

5. Of the remaining set of articles and proceedings, we reviewed the full text using our selection

rules related to the content: 63 were excluded, and 20 articles and proceedings papers were used

for further analysis through data extraction and synthesis.

For our selection rules related to the content, we used three rules for inclusion.

1. We included articles and proceedings papers that build data mining algorithms Used real and

reliable data set.

2. We included articles and proceedings papers that used Data mining tools and algorithms to

present the main role in predict the presence of different types of cancer.

3. We included articles and proceedings papers with high accuracy and efficiency of used

algorithms.

Fig. 2 shows the size of the corpus and the effects of applying the inclusion and exclusion criteria at 

each stage.



We conducted the research selection process in several rounds, ultimately uncovering a total of 20 

research articles and conference proceedings papers that matched our research criteria.  Then, we 

proceeded to the next step of the systematic review process: data extraction and synthesis. The 

main goal of data extraction is to examine the items in the final corpus and record their features of 

interest as related to the original research topic and questions. The main goal of data synthesis is to 

summarize and integrate the findings of the final corpus of articles reviewed. The next section will 

describe the data extraction and synthesis stage in detail. 

 

Fig.2. Number of articles in each stage based on inclusion and exclusion criteria. 



  

ANALYSIS AND RESULTS: DATA EXTRACTION AND SYNTHESIS 

After selecting a corpus of 20 articles and conference proceedings based on the inclusion and 

exclusion criteria described above, we proceeded to the last phase of the systematic review 

process: data extraction and synthesis. To achieve the research goal and provide answers to the 

research questions mentioned earlier (i.e., RQ1, RQ2, and RQ3). Through an iterative process, we 

identified the following features of the data extraction form: Data set used, the role of the 

algorithm, algorithms accuracy, used algorithms, major findings, method, objective, solved 

problem. 

Taxonomy Development  

We developed a thematic taxonomy of research (see Fig. 3). The research focused on used data 

mining algorithms in predicting different types of cancer. The taxonomy’s main purpose is to 

provide a comprehensive reference model and road map that helps researchers understand the 

algorithms used in predicting each type of cancer. 

 

  

Fig. 3. Taxonomy of research  



The taxonomy represents 8 types of cancer which is breast cancer, lung cancer, liver cancer, gastric 

cancer, colorectal cancer, thyroid cancer, ovarian cancer and uterus cancer, and the data mining 

algorithms used in predict each type of cancer.

Results/Discussion

The researchers made studies on 8 types of cancer which is breast cancer, lung cancer, liver cancer, 

gastric cancer, colorectal cancer, thyroid cancer, ovarian cancer and uterus cancer.  most studies 

are on breast cancer; this is because breast cancer is a major cause of concern in the USA today. For 

instance, it affects one in every seven women in the USA; that's why most researchers focus on 

using data mining algorithms to predict breast cancer. different algorithms are used to predict 

breast cancer such as Random forest ,k-nearest neighbors, support vector machine, Association 

rule mining, k-nearest neighbors, MLP, Quest, C&RT, multilayer perceptron, CHAID, ANN, logistic 

regression, naive bayes, genetic algorithm and C5.0, The mostly used algorithm in predicting breast 

cancer is decision tree.( J48, C4.5, C5.0, ID3 and Random forest all are types of decision tree). Then 

liver cancer and lung cancer are the second mostly types of cancer that researchers make studies 

on, for liver cancer they have used naive bayes and C4.5 algorithms. For lung cancer they have used 

different types of decision tree, K-means clustering and AprioriTid. [1]-[20]

Decision tree algorithm is the mostly used algorithm in predicting different types of cancer, literally 

It has been used to predict 7 types of  cancer which is breast cancer, lung cancer, liver cancer, 

gastric cancer, colorectal cancer, thyroid cancer, ovarian cancer and uterus cancer; that's because It 

is easy to understand and it is  one of the most popular data mining classification algorithms also 

there is multiple decision tree types (such as ID3, C4.5, CART, CHAID, MARS, and Conditional 

Inference Trees) used in different data mining tools which make it flexible and easy to find in all 

data mining tools such as Weka, Tanagra, Rapidminer and others. Moreover, this algorithm 

attained high level of accuracy in all studies that used it, this result in encourage researchers to use 

decision tree algorithm on their studies.[1]-[20]

Figure 4 represents the Decision tree algorithm accuracy rate in predicting seven types of cancer:

Fig.4. Decision tree accuracy



Conclusions 

The primary aim of our study has been to conduct a systematic literature review on predicting 

different types of cancer using data mining algorithms with the intention of answering the three 

research questions RQ1, RQ2, and RQ3. We have developed a taxonomy of 7 major cancer types 

and the algorithms used to predict each type. This study represent a guideline for future research ,it 

help researchers know which is the best algorithms to use in their study based on the type of 

cancer they will make the study on and this can reduce time and effort consumed on try huge 

number of algorithms to find the most suitable algorithms to use in their studies. 
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