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Abstract. Explainable Artificial Intelligence (XAI) is currently an important topic for the application of Machine Learning (ML) in high-stakes decision scenarios. Related research focuses on evaluating ML algorithms in terms of interpretability. However, providing a human understandable explanation of an intelligent system does not only relate to the used ML algorithm. The data and features used also have a considerable impact on interpretability. In this paper, we develop a taxonomy for describing XAI systems based on aspects about the algorithm and data. The proposed taxonomy gives researchers and practitioners opportunities to describe and evaluate current XAI systems with respect to interpretability and guides the future development of this class of systems.
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1 Introduction

Explainable Artificial Intelligence (XAI), the ability to explain an algorithm's decision-making in a human-understandable way, is one important topic in the information systems and computer science disciplines [1–4]. Currently, many modern applications are based on Machine Learning (ML) or Artificial Intelligence (AI), where an algorithm is trained for making predictions. With the development of more and more powerful algorithms, the performance of these systems rose. However, their complexity also increased over time. Consequently, many modern ML models are so-called black boxes, which leave their mechanics of reasoning for decisions disguised. According to Adadi and Berrada [2], there are four main motivations to use XAI: Justification of decisions, supervision and governance of the algorithm's decisions, debugging capabilities to improve the system, and knowledge generation. The first three aspects are especially of interest in high-stakes decisions, where false and unjustified decisions have severe consequences such as in medicine, finance, and legal practice [1, 4].

Currently, research on XAI is focusing on technical aspects like finding new interpretable mathematical algorithms, (post-hoc) methods that help to explain the black-box systems, and evaluation methods of the quality of XAI systems [1, 5–7] or the user acceptance and effectiveness of proposed XAI methods [8–12].
Hence, most research is mainly focusing on mathematical aspects of ML models [8, 9, 13, 14], an aspect mostly related to the algorithmic interpretability [15]. Nevertheless, a decision support system can be deconstructed into the combination of an algorithm and data [16].

Based on this separation, we argue that the interpretability of the whole system is also dependent on the used features, their representation, and characteristics - a perspective that has not been in focus in related work. One domain that relies on sophisticated methods and interpretability is real estate appraisal which implemented deep learning methods to improve the predictive performance of algorithms. However, real estate agents rely on interpretability of the features to justify their decisions [17].

In this paper, we propose a taxonomy to characterize intelligent systems in a technical way, including algorithms and features in relation to interpretability. Data Scientists, IT managers, and researchers are enabled by this taxonomy to set up their XAI strategy, to rate their current intelligent systems and to guide the development process according to their interpretability needs. As also the data perspective is included in the taxonomy, it provides an enhanced view on how to improve the XAI system.

2 Research Methodology

As the development of a taxonomy is a complex task, we follow the conceptual-to-empirical approach, including a conceptualization and an evaluation phase [18]. We start with a literature review on XAI based on the following search terms: (“explainability” or “interpretability” or “transparency”) and (“artificial intelligence” or “machine learning” or “deep learning” or “decision support systems”) in the AIS eLibrary, Google Scholar and ACM Digital Library and EBSCO Host [19]. The related work is analyzed according to quality, as only peer reviewed papers are considered, and their fit in terms of content. The taxonomy is conceptualized on the consolidated theoretical foundation gathered by the literature review. In an evaluation step, the taxonomy is refined by incorporating knowledge from applying the taxonomy. This short paper proposes a taxonomy, which will be evaluated and extended to a holistic framework in a full version paper.

3 Conceptualization of XAI and Discussion

As a starting point, related work about model interpretability is used. Inherently interpretable algorithms are for example a Linear Regression or a Decision Tree [3, 13, 14]. Classical machine learning models like a Random Forest or Extreme Gradient Boosting build upon the concept of Decision Trees, but their accuracy might be higher by reducing variance. However, the complexity of hundreds of trees reduces their interpretability level [14]. In addition to classical ML algorithms, deep learning might add further accuracy, especially when using text or image data [8, 14, 20]. Nevertheless, deep learning also provides the least amount in interpretability from an algorithmic view due to their chained high-dimensional non-linear functions [13]. Consequently, this results in reduced algorithmic transparency, and it often remains unclear why and
under which conditions these highly complex algorithms result in an optimal solution [15]. Therefore, we identified three different levels of interpretability, high, medium, low, according to the interpretability of the different algorithm classes.

Nonetheless, there is more than just a model-centric approach to XAI, as data also plays an important role in an intelligent system [16].

Therefore, it is also necessary to evaluate the data with respect to its interpretability. Hard and soft information, a concept established in finance, relates to the contextual interpretation of data [21]. Information that can be interpreted context independently because of the clear representation in numerical or categorical variables is called hard information, like the price of a share. In contrast, soft information captures latent aspects that cannot be easily reduced to a number, like the mood and buying motivation of a potential customer. This information is highly context dependent and complex [21]. Following this argumentation, soft information is more difficult to interpret, as contextual aspects need to be considered for understanding. Additionally, while soft information might have a high value for the application, as they often capture previously omitted factors, the information is concealed in unstructured data coming from text or images [21]. The complex feature representation often reduces interpretability.

While the concept of hard and soft information mainly has a perspective related to content (information), it is worthwhile to decompose the data from a technical view as well. One technical aspect is the number of features in a model relating to its complexity. Even when an inherently transparent algorithm like a Linear Regression is used, thousands of variables significantly reduce the interpretability [22]. This relates to the concept of simulatability suggested by Lipton [15]. Simulatability describes the interpretability of a system when a human can understand and simulate the behavior of the algorithms at once. Systems that are highly complex due to many features are hard or impossible to understand for a human even if inherently transparent algorithms are used [3, 15]. Therefore, we separate models by the number of features. Models having single to ten features are cognitively processable by humans [23]. These systems are more interpretable than having ten to hundreds, or hundreds to millions of variables.

However, having only a few variables does not make a system interpretable per se. The expressiveness of the features also plays a significant role. When features are not interpretable by themselves, meaning that the unit of the feature is not understandable, it violates the interpretability concept of decomposability [15]. Decomposability refers to the property that each part of a model, input, parameters, and calculation have an intuitive interpretation [3]. For example, the used principal components of variables like in [24] is violating the assumption of decomposability due to anonymous features.

Consequently, the expressiveness of features can be separated into human understandable variables and feature creation methods [22]. When features are selected by hand [22, 23] and no transformations are applied (observed), interpretability tends to be high, as these variables represent the information in a human understandable way. Many sophisticated data preprocessing techniques like standardization or log-transformation of variables create less interpretable features [25]. Methods like polynomial features, dimensionality reduction like Principal Component Analysis (PCA) [24] or Topic Modeling for text data [26] create complex feature representations
These features are based on mathematical combinations and the original representation of the variable is changed. Therefore, the transformed features might not be inherently interpretable. Nevertheless, data exploration might help to explain these features. One example is to name a topic in a topic model based on the words in the topic [26]. The third group of features is called generated. Often, deep learning is used to extract features based on hidden layers of image data like in real estate appraisal to fuse tabular and image data [17, 27–29]. While deep learning generates these variables, they are impossible to interpret, because they have no human interpretable label. Hence the groups observed, designed, and generated for feature creation are ordered by descending interpretability. The expressiveness of the feature ranges from inherent definition (like square feet of a house) via analysis per data exploration (e.g., in Topic Models) to anonymous (e.g. PCA representation of features).

Table 1. Technical XAI taxonomy, ML=Machine Learning, DL = Deep Learning; Table rows can be assigned to the interpretability level independently of each other.

<table>
<thead>
<tr>
<th>Interpretability</th>
<th>Transparency</th>
<th>Information Type</th>
<th>Feature Number of Features</th>
<th>Input Feature Creation</th>
</tr>
</thead>
<tbody>
<tr>
<td>high</td>
<td>Inherently interpretable models</td>
<td>Hard Information</td>
<td>Single to Ten</td>
<td>Observed</td>
</tr>
<tr>
<td>medium</td>
<td>Classical ML models</td>
<td>Analysis per exploration</td>
<td>Ten to Hundred</td>
<td>Designed</td>
</tr>
<tr>
<td>low</td>
<td>DL models</td>
<td>Anonymous</td>
<td>Hundred to Millions</td>
<td>Generated</td>
</tr>
</tbody>
</table>

Finally, our proposed taxonomy (Table 1) supplements the model-centric perspective from the related work and divides the intelligent system into algorithms and features. Features are evaluated in terms of content according to their information type and expressiveness, and technically according to their number and method of creation, considering the complexity of the representation. The taxonomy should be read row-wise, evaluating each aspect of the XAI system independently, indicating potential areas for improving the interpretability of the system.

For discussion, we use the seven-gap framework proposed by Martens and Provost [12]. The authors use a socio-technical perspective on an intelligent system and state that the system's overall performance can be improved when the seven gaps are closed. While gap one (between model and truth) is closed by building more accurate models, three other gaps of the system (between the user-groups and the model) can be closed.
when the user’s mental decision model and the algorithmic model are aligned. The essential idea is that different user groups have different interpretability requirements, ranging from outcome justification to a deep understanding of the system. By providing a model that offers these aspects of interpretability, the gaps are closed. The proposed taxonomy (Table 1) has a technical focus on XAI systems, however several aspects relate to a human user by judging the interpretability on concepts like simulatability and decomposability [15], taking the human mental limitations and thus their decision model into account. Consequently, it helps to build models that are better understood or aligned with the user’s mental model, helping to reduce the three gaps between the users and the model in the seven-gap model. This could increase user acceptance [11]. Following the argumentation of Martens and Provost [12], the effectiveness of the decision support system rises. From an application perspective, justification of decision and governance of the ML system can be established [2].

Although it may seem that an interpretable system is not well-performing as simpler algorithms, fewer variables, and no complex preprocessing technique are used, this might not be necessarily true. First, some authors [23] argue that these models can outperform complex black box ML techniques when the features are created intelligently. Second, we stress that performance in terms of ML and XAI might include different aspects. While in ML, accuracy relates to the algorithmic accuracy measured in F1-Score or root-mean-squared-error [14, 16], the algorithmic performance only relates to the first of the seven gaps in the model of Martens and Provost [12]. Performance in the light of the seven-gaps model is related to the overall effectiveness of an intelligent systems, taking the user-groups and the usage of the system into account [12].

4 Outlook

Our work is not without limitations. This paper is still research in progress and the evaluation and revision phase in the taxonomy development model is the next research step. Therefore, we aim to review data analytics studies in the domain of real estate appraisal about XAI and evaluate their suggested model based on our taxonomy. Furthermore, a post-hoc interpretability method dimension based on the effectiveness of the methods could be integrated in the taxonomy. While this short paper’s contribution is the proposed taxonomy, future research should extend this research to a framework including a user dimension. Moreover, typologies of XAI systems should be deducted from the framework, taking their application frequencies into account. Implications for practice are that this taxonomy helps IT Managers to evaluate the current XAI capabilities of their intelligent system. In a development and implementation phase, this taxonomy can guide data scientists in their decision-making of what algorithms and features to use in their project. For research, this taxonomy provides the ability to standardize the comparison of XAI systems, potentially creating new research aspects. In conclusion, the proposed taxonomy helps to tap into the new class of XAI system with the potential to create higher user-acceptance of ML models and thus more effective decision support systems.
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