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Abstract. Algorithm-driven systems, including those containing Artificial Intelli-

gence, are increasingly deployed within criminal justice systems. This includes 

facial recognition in public places for identifying people, pattern recognition for 

real-time detection of crimes, and algorithmic surveillance and recommendations 

as features within penal facilities. Such systems are frequently criticised, as they 

might perpetuate discrimination, and they pose a potential threat to privacy. Data 

protectionists and other human rights activists are paying attention to surveillance 

in public places, and the matter is strongly represented in political discourse. We 

find, conducting a hermeneutic literature review, that surveillance and the algo-

rithmic evaluation and assessment of people in penal facilities, however, are 

largely absent from public and scholarly discourse. Applying a Foucauldian lens, 

we perform a critical discourse analysis, and argue that those current developments 

show a lack of dignity, respect and moral behaviour in an increasingly datafied 

world. 

Keywords: Critical Discourse Analysis, Literature Review, Surveillance, Prison 

Technologies 

1 Introduction 

A recent headline on a German news website reads: "When a hug looks like a chokehold" 

(Susanka, 2023). The article discusses a current case of algorithm-supported video sur-

veillance in German public spaces, noting that the portrayed algorithm, designed to de-

tect violent behaviour, struggles to distinguish between hugs and chokeholds. While the 

headline may seem macabre, the use of such systems is intended to enable quicker re-

sponses from police or medical services. These systems are relatively new in European 

public places but are increasingly common in penal facilities worldwide, where they aim 

to detect smuggling, track biometric data, and recognise violent behaviour (Law et al., 

2020; Puolakka and Van De Steene, 2021; McKay, 2022; Miranda, 2024). The latter use 

case has special characteristics within the penal facilities – often, the goal is to recognise 



not just violence against other inmates and facility staff, but also violence against oneself 

in the form of self-harm. Therefore, even with potentially harmful consequences exist-

ing, the systems are often discussed as human-centred and in the best interest of inmates 

(Stukenberg, 2021).  

 Data protectionists and other human rights activists are paying close attention to such 

surveillance in public places, and the matter is strongly represented in political discourse. 

Yet, the deployment of algorithm-driven information systems in the penal system is fre-

quently absent from both public and scholarly debate, especially in continental Europe.  

To shed light on these developments and develop an initial understanding of the less 

visible implications that the deployment of algorithm-driven information systems used 

for surveillance purposes in prison might hold, we need to take a step back and ask the 

following research question: What are the implications of deploying algorithm-driven 

information systems in penal facilities on respect, dignity, and moral behaviour in an 

increasingly datafied world? 

By raising this question, we follow the call of previous researchers arguing for more 

research on the notion of prisons as testbeds for technology and their entanglement with 

the technology sector (Kaun and Stiernstedt, 2022). To explore the field and provide a 

comprehensive overview of current practices, use cases, debates, and research, we con-

duct a hermeneutic literature review (HLR) following Cecez-Kecmanovic and Boell's 

(2010, 2014) guidelines, which are established in Information Systems (IS) research. 

Utilising a Foucauldian perspective, we adopt a critical research approach focused on 

discursive practice, applying Fairclough's (2013) guidelines for critical discourse analy-

sis (CDA) as used in several IS studies (e.g., Rosı́o Alvarez, 2002; Stahl, Doherty and 

Shaw, 2012; Avgerou and Bonina, 2020). While our study includes an international per-

spective, we emphasise developments in Germany. This focus is insightful, as various 

German state governments are currently driving the development of these systems, 

though they are not yet widely adopted.  

The contribution of our paper is twofold: First, by reviewing the literature and iden-

tifying current use cases we provide preliminary insights in a nascent field. Specifically, 

we show that surveillance in prison contexts is performed holistically, going beyond 

image-based recognition or biometrical detection, but includes the usage of various 

kinds of data generated, for instance, whilst using telephones or VR applications. Sec-

ond, through critical analysis of the discourse and current practices of deploying algo-

rithm-driven systems in penal facilities, we identify harmful practices not in the best 

interest of individuals inside or outside prisons.  Whilst the discourse analysis also high-

lights asymmetric power relations, it is most noteworthy that technologies such as, for 

instance, algorithmic systems that track biometrical data, are tested within penal facili-

ties, potentially preparing for further dissemination into public places. Systems that are 

currently evolving in the often-ignored context of penal facilities might thus well fore-

shadow future society-wide developments, to a certain degree.  



2 Theoretical Background and Related Work 

2.1 Legal Context in Germany 

The use of optical-electronic surveillance technology in combined with AI has far-reach-

ing implications for the privacy and fundamental rights of incarcerated individuals (Es-

ser and Reißmann, 2019). The basis for authorising the implementation of such measures 

varies not only within the EU, but even at national level in Germany. The legal frame-

work for using technology in German prisons is initially defined by state penitentiary 

laws, which may refer to other state laws for further data protection regulations. For 

example, Section 81a (1) sentence 3 of the Lower Saxony Prison Act permits optical-

electronic monitoring with automated data processing exclusively to prevent self-harm, 

and only in specially designated rooms (Niedersachsen, 2022).  

At the European level, the Directive on data protection in law enforcement regulates 

personal data processing in penal institutions (European Parliament, 2016). This di-

rective had to be implemented in all German state prison and data protection laws, lead-

ing to a lack of Germany-wide regulation on AI-use in video surveillance. The AI Act 

introduces an EU-wide innovation by assessing AI systems based on their risk (final 

Proposal AI Act, P.6). High-risk AI systems are classified based on their intended pur-

pose, function, and application modalities. Thus, AI in optical-electronic surveillance in 

prisons would be classified as high-risk. The extent of exemptions for the penal system 

by member states will soon be revealed. This uncertainty is further compounded by Ar-

ticle 71(7), which allows member states to decide if public authorities may be sanctioned 

for breaching the AI Act. This mirrors the lack of strong sanctions for public authorities 

regarding the introduction of the GDPR  (European Commission, 2022). 

2.2 Related Work  

Literature addressing the social and ethical aspects of algorithmic surveillance in the 

prison context is rare. Specifically in IS, numerous studies have emerged in recent years 

focusing on the risks of algorithmic systems in general (e.g., Marjanovic, Cecez-

Kecmanovic and Vidgen, 2021; Benlian et al., 2022; Miceli, Posada and Yang, 2022). 

Surveillance in prisons is not a common topic in IS. However, there are IS studies that 

focus on developing systems to ease life after prison (Zhang et al., 2022), using digital 

communication as a tool for families separated by one member being incarcerated 

(Coles-Kemp and Kotova, 2014), or developing artefacts for data-driven decision-mak-

ing in the justice system (Vo and Plachkinova, 2023). In the field of criminology, there 

are overviews of the use of new technologies, especially those based on artificial intel-

ligence, and how they are likely to be used in prisons in the coming years (Puolakka and 

Van De Steene, 2021). Other studies examine the positive impacts of technology use on 

the lives and mental well-being of inmates (McKay, 2022). Most notewothy, a study 

from the media and communications discipline by Kaun and Stiernstedt (2022) examines 

how prisons are portrayed as sites of technological development. At a prison tech expo, 

the authors collected statements from the manufacturers of these systems and used them 



as a basis to develop sociotechnical imaginaries. Also, Miranda (2024) investigates data 

flows within prisons and thus highlights the dynamics of modern prison surveillance.  

2.3 Critical Discourse Analysis 

In IS, the most prevalent methods for conducting a CDA are based on Habermas' 

theories or Foucault's principles (Doolin, 1998). Wall (2015) and colleagues point out, 

however, that despite the variations in the two approaches, their objective is the same: 

identifying hegemony and emancipating marginalised individuals and ideas. Hegemony, 

especially ideological hegemony, refers to – often even unintentionally formed – domi-

nant ideas or patterns embedded within specific contexts, such as research disciplines or 

political discourse (Foucault, 1994). The Foucauldian approach to CDA takes a more 

historical point of view and analyses where beliefs initially might have been formed, and 

how the resulting structures and actors now shape current practices (Wall et al., 2015). 

Thus, Foucault’s perspective highlights structures and results of power, knowledge and 

morality (Avgerou and McGrath, 2005), which is very much in line with our all-over 

research aim. There a multiple established concepts on how to approach a Foucauldian 

CDA, rather than one distinguishable methodology (Rosio Alvarez, 2005; Wall et al., 

2015). For our approach, we choose to deploy the proposed guidelines by Fairclough 

(2013), which have been used in previous IS research (Rosı́o Alvarez, 2002; Stahl et al., 

2012; Avgerou and Bonina, 2020). Fairclough’s (2013, p. 13) approach consists of per-

forming four subsequent stages: 1. Focusing on a social wrong, 2. Identifying the obsta-

cles to addressing this social wrong, 3. Considering weather this social wrong is needed, 

and 4. Identifying ways around those obstacles. In the following, we explain how we 

proceeded in the individual stages in order to organise and carry out our research project. 

3 Method 

3.1 Four Steps of the Critical Discourse Analysis 

1. Focusing on a social wrong. First and foremost, this research endeavour, like any 

other, is built on identifying a specific issue that has not been the objective of (sufficient) 

scholarly attention. Fairclough explains that, in addition to identifying a topic, objects 

for investigation, such as social or moral problems, must also be identified in this section. 

In our study, the topic is the employment of algorithmic systems in penal systems, and 

the identified research objects that can represent issues include surveillance, dignity, and 

power dynamics. 

2. Identifying the obstacles to addressing this social wrong. In this stage, we collect 

statements that define the discourse surrounding algorithmic systems in penal systems. 

To achieve this goal, we examine not just academic literature but also media reports and 

legal writings. In order to obtain a corpus of statements that are representative of the 

discourse, we conduct a HLR according to the proposed guidelines by Boell and Cecez-

Kecmanovic (2010, 2014). We provide a detailed overview of our HLR at the end of this 

chapter.  



3. Considering whether this social wrong is needed. In this stage, we identify how 

the current social order, as Fairclough (2013) names it, profits from the existing social 

wrong. This stage helps to further outline the problematisation, and to bring previously 

hidden relationships into the foreground. In this way, power dynamics can become visi-

ble, and it therefore becomes possible to analyse how power operates within the dis-

course, and how power constructed the potential problems in the first place. This stage 

builds the foundation for our systemic critique, where we formulate implications of al-

gorithm-driven information systems in penal facilities on respect, dignity, and moral be-

haviour in an increasingly datafied world, which will provide the foundation for our 

discussion. 

4. Identifying ways around the obstacles. In contrast to the previous stages, which 

focus on criticism and problematisation, this stage has a positive notion. We take coun-

termeasures to prior criticisms, and derive potential actions which are needed to stop 

negative practices. These countermeasures are presented as the practical contribution 

and future work section of our paper.  

3.2 Hermeneutic Literature Review 

HLRs, unlike structured literature reviews, do not aim to identify all published materials 

at the outset but build on a thorough engagement with the literature (Boell and Cecez-

Kecmanovic, 2014). Conducting a HLR to obtain a body of statements for subsequent 

CDA is an established approach (Rosio Alvarez, 2005). The steps of the HRL are itera-

tive, forming a hermeneutic circle. We further outline our steps and findings below: 

Searching for Literature: We started with a broad internet search, reading news articles 

on current research projects and legislative approaches, followed by a broad search on 

Google Scholar. We then conducted a database search using keywords derived from the 

initial reading. We searched in the AIS eLibrary and moved to databases like Taylor & 

Francis, Wiley Online Library, IEEE Xplore Digital Library, Emerald Insight, ACM 

Digital Library, Springer Publishing, Sage, and ScienceDirect. Initial search terms were: 

Prison*, OR Jail. Refining our search, we added: Penal Facilit*, Penitentiary, (In)Car-

cerat*, Inmate*, Criminal Justice, Violence. We only considered literature published af-

ter 2015, yielding n=2007 publications. 

Sorting and selecting results: We excluded duplicates and thematically irrelevant titles 

(e.g., prisoner’s dilemma), reducing the count to n=151 publications. After reading the 

abstracts, we had n=69 publications for in-depth reading. We excluded literature that did 

not fit thematically, or that discussed technologies for predicting crime or sentencing 

before incarceration. We also excluded literature solely describing technical, psycholog-

ical, or health-related aspects, leaving us with n=16 publications. 

Reading and identifying further literature: We thoroughly engaged with the remain-

ing literature and conducted a forwards and backwards search. We identified key arti-

cles, mainly from criminology, leading to further valuable resources and leaving us with 

n=21 publications. 

Refining our search: We concluded our search by exploring literature on the history of 

thought on penal facilities and critical publications on prison technologies, engaging 

with literature in hermeneutic circles. This resulted in a final body of literature (n=35; 



research articles: n=24; media, legislative, political statements: n=11), enabling us to 

apply Fairclough’s (2013) approach to critically analyse the discourse. The results are 

outlined in the next section. 

4 Results: Practices and Problems 

This section outlines the general findings and identified use cases from our HLR, which 

we clustered into sub-themes. These findings are not exhaustive but aim to foster an 

informed and critical debate within IS on this rapidly developing subject. We also apply 

the findings as a foundation for discursive practice.  

4.1 Sub-themes in literature 

Historical Context: As outlined in existing literature, critical discussions on the use of 

modern technologies in prison systems predate the advent of AI. Different decades have 

witnessed to numerous discussions on the use of (at the time) modern systems in penal 

facilities. For instance, the use of televisions in prison cells in Sweden was initially per-

ceived negatively, but found to help keeping inmates occupied and thus, to a certain 

extent, calming them down, so that televisions became a staple feature (Kaun and 

Stiernstedt, 2020). Similarly, literature provides accounts of the outrage of British media 

and public upon learning that incarcerated individuals who conducted serious offences 

could access both a television and a gaming console (Knight, 2015).  

Digitalisation at a price: Another, primarily heavily criticised, example of digitali-

sation processes that benefited the incarcerated population especially during the early 

days of the COVID-19 pandemic, are digital communication methods, which are usually 

cheaper, and thus more affordable, compared to phone calls made from a landline within 

the penal facility (McKay, 2022). However, whilst penal facilities often try to utilise the 

latest technology to help monitor and manage inmates (Reisdorf and Jewkes, 2016), they 

nevertheless remain environments of poor communication (Knight, 2015). In the USA, 

a lucrative market for digital communication systems within penal facilities is growing: 

the providers of those systems, however, tend to charge comparatively huge sums for 

their services. For instance, they charge up to $ 0.50 for inmates being able to look at 

one photo on a digital device, or  up to $ 0.25 for one single chat message (Kaun and 

Stiernstedt, 2022). 

Barriers to adoption: Regarding current technologies, inmates of penal facilities of-

ten have a more difficult time informing themselves independently about the risks of 

algorithmic (monitoring-) systems than people outside of prison. In some countries, in-

mates only have restricted or virtually no access to digital devices with Internet access. 

Moreover, even in countries where the use of digital devices is permitted and established, 

barriers remain. For example, there is often a higher level of digital illiteracy within 

penal facilities (Ogbonnaya-Ogburu, Toyama and Dillahunt, 2019), particularly among 

older inmates or those who already spent a prolonged duration of time incarcerated com-

pared to non-incarcerated populations of the same age (Järveläinen and Rantanen, 2021; 

Rantanen, Järveläinen and Leppälahti, 2021).  



Rehabilitation and punishment: Systems used int the prison context can be classi-

fied by functionalities, including security- and surveillance-systems, information sys-

tems such as offender-management systems, inmate communication, and e-learning 

(Puolakka and Van De Steene, 2021; Kaun and Stiernstedt, 2022). On a global scale, 

two different intentional approaches to deploying algorithmic systems in the penal sys-

tem are emerging. Whilst some countries (primarily Scandinavian) try to implement al-

gorithm-driven systems for the benefit of the incarcerated population, other countries 

specifically utilise the inherent surveillance-properties of the systems. Thus, penal facil-

ities in different countries follow different goals: removing (alleged) offenders from the 

public or helping (alleged) offenders to overcome reasons for problematic behaviour and 

helping them to reintegrate, or both (Moran, Jewkes and Turner, 2016).  

Surveillance as Part of the Architecture: Penal facilities are not a mere place for 

keeping people in custody - the architecture of prisons provides information about moral 

issues and philosophies of a society (Wener, 2012). Previous studies note that modern 

prison architecture often tries to create a safe environment where little violence can take 

place  (Wortley, 2002; Moran et al., 2016). However, it does not necessarily try to ensure 

that the people who have to spend time in these environments emerge as safer individuals 

for society and themselves. Along these lines, the USA are frequently criticised: accord-

ing to Johnston (2000), the severity of security measures and internal procedures in US 

jails has reached levels not seen in more than a century. This is partly due to the public 

perception of the desirability of punishing people particularly harshly.  

4.2 Use Cases 

Within the literature, we discovered seven groups of information systems that are cur-

rently applied within different international criminal justice systems. We briefly outline 

those in the following.  

Biometrical Data: Increasingly, penal facilities around the world are using technol-

ogy that can capture the biometric data of inmates. For example, prisons in Hong Kong, 

but also in the USA, are using Fitbits or Fitbit-type wristbands that track the heart rate 

of inmates (Puolakka and Van De Steene, 2021). The detection of the heart rate is in-

tended to help recognise whether a person is intoxicated, angry or in a medical emer-

gency situation (Fedorczyk, 2024). McKay (2022) points out, that wristband devices go 

beyond capturing biometrical data: scannable Fitbit-like devices are also used to allow 

inmates to make purchases, and they allow the tracking of inmates attendance in required 

meetings. Also, in the Netherlands, for instance, the devices can be equipped with radio-

frequency identification so that movement can be tracked and prison doors can be auto-

mated. Kaun and Stiernstedt (2022) report, that the correction sector, especially in EU 

countries where legislation is otherwise very strict, is an often used test-bed for innova-

tions in the field of gathering biometrical data, which could not be tested otherwise – 

because of privacy concerns and regulations.  

Violence Detection: Various newspaper articles highlight the use of algorithmic vio-

lence detection in public places. Articles from all over the world, including multiple 

German publications, showcase the increasing use of such systems. A popular German 

example is a project in the city of Mannheim, where an algorithm is supposed to detect 



real-time violence on public places (Ministerium des Inneren, für Digitalisierung und 

Kommunen Baden Württemberg, 2023). Simultaneously, the development of such algo-

rithmic systems in German prisons is discussed and tested. In non-EU countries, those 

tools are already prevalent: For instance, Law (2020) and colleagues designed a smart 

prison system to detect violence within penal facilities in Hong Kong. Using skeleton-

based pose recognition and facial recognition, their system is designed to support facility 

staff. 

Self-Harm Detection: In Germany, an increasing number of media reports are 

providing information on the current status of algorithmic systems that are to be used in 

penal facilities. For example, research is currently being conducted into algorithms that 

can detect anomalies in the behaviour of inmates on real-time video images. The aim is 

to prevent self-harm in particular (Stukenberg, 2021; dpa, 2022; Oder, 2022). In re-

search, self-harm detection is mainly discussed in studies stemming from medicine or 

psychology (Bernert et al., 2020; Lejeune et al., 2022; Luk et al., 2022). In some German 

legislations, this is the only permitted use-case for conducting algorithmic surveillance 

within penal facilities (Niedersachsen, 2022). 

Virtual and Augmented Reality: The employment of virtual or augmented reality 

technologies is also being explored as a beneficial strategy, not only to enhance inmates' 

daily lives while they are in prison, but also to engage in social interactions and develop 

crucial human and labour market skills (Zheng, 2021). However, it is underlined that 

success is strongly reliant on the quality of the systems utilised, and that technologies 

are evolving so rapidly that investing in expensive systems necessitates careful planning. 

In theory, Zheng (2021) and colleagues argue, the data obtained while using the systems 

can be used as training data for offender management system content. Thus, while no 

optical surveillance takes place, the inmates’ data is collected, stored and deployed 

within the algorithmic systems. This poses a multitude of risks not only regarding data 

protection and privacy, but the datafication and algorithmic evaluation of inmates even 

after they leave prison.  

(Predictive) Recommender and Analytics Systems:  In literature, we find systems 

that are either designed to predict crime, or systems designed to predict recidivism and 

the best preventive measures for individual inmates. One of the best-known analytics 

systems in penal facilities in the USA is "Offender 360", a subsidiary of Microsoft (Kaun 

and Stiernstedt, 2022). The manufacturer advertises that it uses performance measure-

ment to optimise work processes within the facility, as well as the behaviour of inmates. 

Microsoft had received an international backlash, when they introduced a productivity 

score in the context of algorithmic workforce management, also known as people ana-

lytics systems, which are intended to record the productivity of employees at the com-

puter (Sandler, 2020). Whilst those systems receive strong criticism from IS researchers 

(e.g., Giermindl et al., 2022; Klöpper, 2023), the systems used in the penal system cur-

rently do not receive such attention, even though they are highly similar. 

Voice Recording and Sentiment Analyses: In the USA, algorithmic systems are 

currently being used to analyse the (sentiment of) telephone conversations of inmates in 

order to prevent the planning of further crimes (Puolakka and Van De Steene, 2021). 

The recordings of the conversations are also used to create a database of conspicuous 

words. These will in turn be used to train sentiment analysis systems that are to be used 



in the fight against terrorism. The monitoring of all communication between occupants 

and non-incarcerated individuals (excluding attorneys and other legal advisors) is not 

only carried out by facility staff, but is often outsourced to third-party providers (Owens, 

Cobb and Cranor, 2021). The market for this service in the USA is large and economi-

cally relevant. Owens (2021) and colleagues also found, that relatives of incarcerated 

individuals are aware of also being recorded, even though they largely are unable to 

grasp the whole scale of the monitoring.  

E-Learning: The use of ICT for virtual learning has been highlighted as a vital ele-

ment in fostering rehabilitation (Mahlangu and Zivanai, 2023). Offender E-learning, 

however, differs from regular E-learning, where the course providers often design their 

courses in a way that anticipates the ability of the students to inform themselves on cer-

tain aspects, e.g. by looking information up on the internet. This is in the majority of 

cases not possible for people within penal facilities. Thus, the courses have to be de-

signed specifically for the needs of the incarcerated. The work with E-learning systems 

is also meant to provide valuable digital skills, which are important for future chances 

of employment of the inmates. Nevertheless, the data-traces inmates create while using 

the systems can also be used to provide a holistic overview of their activities, their in-

terests or their failures.  

5 Systemic Critique: Implications for Dignity, Respect and 

Moral Behaviour in a Datafied World  

The use of algorithmic technologies in various aspects of penal systems is steadily rising. 

Our analysis of the discourse highlights implication for dignity, respect, and moral be-

haviour in a datafied world. By distinguishing and applying these concepts, we effec-

tively address ethical implications of using algorithmic technologies in the penal system, 

focusing on both the intrinsic value of individuals (dignity) and the external demonstra-

tion of regard for their rights and well-being (respect) (Debes, 2023). Concluding, we 

looking at the assumptions on moral behaviour. 

5.1 Dignity 

This section focuses on how surveillance and datafication practices affect inmates’ per-

sonal dignity, emphasising the psychological and privacy concerns linked with algorith-

mic systems in correctional facilities. 

We agree that it is crucial to avoid violence in the penitentiary system, for the sake of 

both facility staff and inmates. The consequences of violence in the penal system vary: 

while personnel may experience burnout or even post-traumatic stress disorder due to 

the ongoing possibility of conflict, convicts’ future rehabilitation is jeopardised, sen-

tences may be extended, and they could also experience trauma. The use of modern al-

gorithmic systems to manage and monitor inmates introduces an unprecedented level of 

surveillance. Constant surveillance, such as using wristband trackers, can have drastic 

consequences for both the psychological well-being of individuals, including heightened 

stress levels and stress-related symptoms, and reduce trust in others (Puolakka and Van 



De Steene, 2021; Malik, Acharya and Humane, 2024). This is contrary to the intended 

purpose of these systems (especially in the case of preventing self-harm) and might even 

contribute to violent behaviour. Furthermore, the personal data required by recom-

mender systems to make assumptions on rehabilitation could potentially be misused, and 

the analyses and recommendations could be biased. In sum, the systems could come with 

a plethora of risks for individuals placed within the penal system, even if they are im-

plemented with good intentions. Many of these risks directly affect the dignity of the 

inmates. While data privacy is frequently discussed in the discourse, an equally signifi-

cant problem is the personal privacy of the inmates. This privacy is compromised by 

constant tracking and data collection on various levels. Psychological issues are reduced 

to data and thus become quantifiable problems, potentially leaving humanity behind. 

5.2 Respect 

This section discusses systemic challenges and structural disadvantages encountered by 

inmates, emphasising the importance of ethical discourse and respect for vulnerable pop-

ulations. 

Of particular concern is the fact that many people within penal facilities come from 

population groups known to suffer structural disadvantages, for instance, prison popula-

tions report higher reports of childhood trauma or interpersonal violence, and they have 

higher rates of PTSD (Facer-Irwin, Blackwood, Bird and MacManus, 2023). These 

structural disadvantages can contribute to actions considered criminal. For instance, in 

Germany alone, 7,000 people are imprisoned annually for up to four months because 

they used public transport without a valid ticket and were unable to pay the resulting fine 

(Steinke, 2023). This includes people dependent on public transport, for example, be-

cause they must make regular visits to the employment agency and suffer additional 

penalties for not attending (Steinke, 2023). The situation is highly complex, but in sum-

mary, it might be that some people serve time in the penal system simply because they 

are living in poverty. This was already criticised by Foucault, who deemed class justice 

against the economically underprivileged unacceptable. The fact that technologies not 

deemed fit for usage among the general public are being tested and trialled in prisons is 

especially concerning in this context (Kaun and Stiernstedt, 2022). Facial recognition, 

the collection and algorithmic evaluation of biometric data, and new algorithmic surveil-

lance are currently being tried on an already highly vulnerable population within our 

society.  

Furthermore, the risk of these systems being hacked is a significant concern that can-

not be overlooked. Incidents of surveillance-related scandals are becoming increasingly 

common. For instance, Tesla employees shared videos of Tesla drivers in a private group 

chat, mocking the individuals featured in the footage. These videos were captured by 

cameras integrated into the vehicles for driving assistance purposes (Stecklow, Cunning-

ham and Jin, 2023). It is imperative to ensure that personal information or recordings 

from within penal facilities are safeguarded against such misuse, particularly when the 

data includes sensitive information or footage related to self-harm. 



5.3 Moral Behaviour 

Our objective was not only to collect use cases of algorithmic systems within interna-

tional criminal justice systems but also to compile a comprehensive background on the 

general information and developments in penal facilities from criminological literature. 

We contend that while this background may not be necessary to understand current tech-

nological advancements, it is essential for comprehending the broader implications of 

these developments. The topic of algorithmic systems for monitoring, datafication, and 

evaluation of the incarcerated population is highly complex and requires contextualisa-

tion rather than a mere examination of technological facts. 

A particularly notable finding during our backward search was the high density of 

academic sources referring back to media coverage. In some cases, there are few or no 

scientific studies on certain developments; events and technological advancements in 

penal facilities are known primarily through journalistic reporting (e.g., on the develop-

ment of algorithmic prison systems in Germany). This is a somewhat concerning situa-

tion. However, it can be hypothesised that an extensive and detailed coverage of partic-

ular technologies might contribute to security concerns for prison facilities, as a fuller 

understanding of the systems might provide more opportunities to circumvent security 

measures. This does not, however, justify the near absence of ethical discourse on the 

subject. 

Overall, the use of algorithmic systems in the penal system appears to be heavily 

influenced by techno-positivism. The prevailing discourse suggests that the technologies 

enhance the daily lives of both inmates and staff. However, statements on ensuring that 

these systems are free of biases and that data protection is given are rare. These findings 

underscore the critical importance of informing society about the actual current capabil-

ities of algorithmic systems. The prevailing rhetoric presumes that algorithms are value-

free and unbiased, capable of solving problems for some of society’s most vulnerable 

individuals. The discourse, however, reveals that providers of “prison tech” are well 

aware of the risks associated with these systems and that they could not be deployed in 

a general social environment given the current stage of research and development (Kaun 

and Stiernstedt, 2022).  

  

6 Discussion 

Theoretical Contribution: The paper’s theoretical contribution is based on the crit-

ical insights we offer on the current state of development, deployment and discourse of 

and on algorithm-driven information systems within the criminal justice system and spe-

cifically within penal facilities. Our systemic critique offers two distinct insights: 1. It 

informs the understanding of broader ethical issues in the context of algorithm-driven 

systems and thus might nurture further urgently needed theoretical contributions and 

standpoints of what we as researchers and society as a whole can do to achieve a better 

practice in the development and the handling of such systems. 2. We apply the existing 

discourse on the deployment of algorithmic systems in the penal system for gaining in-

sights on the leading ethical assumptions of society as a whole.  



Practical Contribution: Our study provides practical insights by revealing that the 

discourse on algorithmic systems in penal facilities is one-sided and largely ignores the 

perspectives of most European countries. While current discussions often showcase neg-

ative aspects, a critical debate – which is currently lacking – and appropriate action can 

steer the conversation in a more positive direction. It is crucial to bring this issue into 

the broader public sphere. The operations behind closed prison walls are closely tied to 

society, especially when the technologies used there may eventually be deployed more 

widely. European penal facilities are likely to regularly use algorithmic systems in the 

future. Therefore, the discussion must start now, while these systems are still being re-

searched, designed, and tested. The systems used in penal facilities are developed by 

experts who often lack in-depth knowledge of the penal system or the psychological 

aspects of life within it. Issues such as algorithmic bias or general human biases are 

frequently overlooked. Additionally, penal system experts and facility staff are not well-

informed about the realities and functioning of algorithmic systems, limiting their ability 

to assess the risks or benefits accurately. They rely on system developers to be honest 

and to avoid implementing harmful systems. Studies on biases in algorithmic systems 

have shown that the clients who commission these systems can largely contribute to 

incorporating biases (Miceli et al., 2022). Therefore, the mindset of the penal facility 

implementing the system is also crucial.  

Limitations and Future Research: This study has several limitations. Firstly, we do 

not work with empirical data but instead place existing knowledge within the broader 

context of power relations, ethical, and social issues. However, we urgently need a better 

understanding of how widespread, holistic, algorithm-driven surveillance affects indi-

viduals and society. The next step should involve further research that engages with 

those affected. Field studies examining system implementation and interviewing im-

pacted individuals and stakeholders would be valuable, as well as participatory research 

approaches. It is essential to consider the needs of inmates and staff. Participatory re-

search should also be citizen-centred, as our review shows that perceptions of punish-

ment are often tied to societal views on justice. In recent years, opinions have shifted 

towards a more open and pluralistic worldview, raising the question of whether societies 

still agree with current prison concepts.  

7 Conclusion 

The use of algorithmic systems in the penal system is rapidly increasing. The literature 

indicates that most of these systems fall within the realm of IS. Despite this, there is a 

noticeable lack of research on these systems from the IS discipline. Researchers com-

mitted to the responsible use of algorithmic systems in society must scrutinise these sys-

tems and not abandon a vulnerable segment of society to increasingly risky surveillance 

technologies. Only through critical research that examines and shapes the deployment 

of these systems can we ensure their development truly serves the interests of individuals 

and society as a whole. And only through critical studies can we determine whether these 

systems can be used in the best interest of people at all. It is imperative that we engage 

with this issue now.  
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