
Understanding Online Consumer Review Opinions with Sentiment Analysis using Machine Learning / Yang et al. 

Pacific Asia Journal of the Association for Information Systems Vol. 2 No. 3, pp.73-89 / September 2010 73

Understanding Online Consumer Review Opinions with 
Sentiment Analysis using Machine Learning 

 
 

Christopher C. Yang 
College of Information Science and Technology 

Drexel University, PA, USA 
 

Xuning Tang 
College of Information Science and Technology 

Drexel University, PA, USA 
 

Y. C. Wong 
Digital Library Laboratory 

Chinese University of Hong Kong, Hong Kong 
 

Chih-Ping Wei 
Department of Information Management 

National Taiwan University, Taiwan 
 

 
Abstract 
With the advent of Web 2.0 technologies, the Web has evolved to become a popular channel of 
communication and interaction between Web users and online consumers. Social media, unlike 
traditional media, have rich but unorganized content contributed by users, often in fragmented 
and sparse fashion. Users usually spend a lot of their time filtering useless information and yet 
are not able to capture the essence. In this study, we focus on user-contributed reviews of 
products, which many online consumers use to support their purchase decisions by identifying 
products that best fit their preferences. In the recent years, sentiment classification and analysis 
of online consumer reviews has drawn significant research attention. Most existing techniques 
rely on natural language processing tools to parse and analyze sentences in a review, yet they 
offer poor accuracy, because the writing in online reviews tends to be less formal than writing in 
news or journal articles. Many opinion sentences contain grammatical errors and unknown 
terms that do not exist in dictionaries. Therefore, this study proposes two supervised learning 
techniques (class association rules and naïve Bayes classifier) to classify opinion sentences 
into appropriate product feature classes and produce a summary of consumer reviews. An em-
pirical evaluation that compares the performance of the class association rules technique and 
the naïve Bayes classifier for sentiment analysis shows that our proposed techniques achieve 
more than 70% of the macro and micro F-measures. 
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Introduction 
The massive volume of user-contributed con-
tent on the Web gets updated so frequently 
that it is almost impossible for search engines 
to index it and offer real-time searching capa-
bility. Yet users continue to hunger for up-to-
date information to support their tasks. In par-
ticular, the Web is an excellent source for ga-
thering consumer review opinions (Blei and 
McAuliffle, 2008; Dellarocas, 2003; Ding et al., 
2008; Liu and Yu, 2008; Forman et al., 2008; 
Godes and Mayzlin, 2004). On modern busi-
ness-to-consumer (B2C) electronic com-
merce platforms, consumers not only browse 
online catalogs and make purchases but also 
search for opinions posted by other consum-
ers to support their purchase decision making.  

Currently, many Web portals in addition to 
B2C websites (e.g., amazon.com) provide 
online consumer review systems that enable 
users to submit and retrieve consumer re-
views. For example, epinion.com, Retei-
tall.com, and cnet.com are some popular on-
line consumer review websites. They provide 
a combination of formats for users to submit 
review opinions, including open text boxes, 
lists of pros and cons, and ratings on an n-
point scale. If a user clicks on a particular 
product, he or she sees a list of consumer 
reviews contributed by others. However, it 
becomes tedious and time consuming to 
browse through a long list of consumer re-
views, especially for comparisons of several 
products. A review summary for each product 
that lists the pros and cons of each feature 
thus is desirable; a general rating is not as 
sufficient, because potential consumers can-
not identify which products that best match 
their concerned or preferred product features. 
For example, some potential digital camera 
consumers might worry about the price and 
image quality, whereas others are more in-
terested in the battery life and lenses. To ad-
dress such challenges, extant research has 
investigated two main problems, sentiment 
classification and sentiment analysis (Liu et 
al., 2005). Sentiment classification deter-
mines the sentiment orientation, whether pos-
itive or negative, of an opinion text. On the 
other hand, sentiment analysis extracts the 

product features that an opinion text de-
scribes. Because most online consumer re-
view websites provide separate input sections 
for pros, cons, and ratings, the sentiment 
orientation is explicit, but the described prod-
uct features remain hidden in the text. Accor-
dingly, sentiment analysis is the focus of this 
paper. 

Recent research on sentiment analysis relies 
on natural language processing and linguistic 
techniques (Scaffidi et al., 2007; Hu and Liu, 
2004a; Liu et al., 2005; Popescu, and Etzioni, 
2005; Zhang and Varadarajan, 2006), which 
perform well when the text can be parsed ac-
curately by natural language processing tools. 
However, text in Web review opinions gener-
ally is less rigorous than the wording in formal 
documents, such as business reports, news 
documents, or journal articles. The text in 
Web review opinions often does not conform 
to linguistic and grammatical rules, and it 
even might not include complete sentences. 
In addition, many new terms appear in Web 
review opinions, including technical terms 
and name entities such as mp3, 3G, and iPod. 
In response, we investigate in this study a 
machine learning approach for classifying the 
product features described in Web review 
opinions, even if the language is informal. 

The organization of the remainder paper is as 
follows: In Section 2, we review prior related 
studies. In Section 3, we present the machine 
learning approach for classifying consumer 
review opinions, including class association 
rules and the naïve Bayes classifier. We next 
describe the design of our empirical evalua-
tions and discuss important experimental re-
sults in Section 4. We conclude in Section 5 
with a summary and some potential further 
research ideas. 

Related Work 
As Web 2.0 techniques become increasingly 
popular, the number of online consumer re-
views, forums, and blogs are expanding ra-
pidly. However, it is difficult for users to digest 
all this information unless an automatic sum-
mary is available. Social media summariza-
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tion takes fragmented messages as inputs 
and produces an overview of the user-
generated content. In particular, sentiment 
classification and analysis attempt to sum-
marize online consumer review opinions and 
thereby enable users to compare consumer 
reviews across multiple products by highlight-
ing the pros and cons of their product fea-
tures. When Web users submit opinions 
about a particular product, they write positive 
and negative comments about varied product 
features. To provide a detailed summary and 
comparison across multiple products, we 
need to compare the ratio of positive and 
negative comments about each product fea-
ture across multiple products. Therefore, po-
tential consumers can easily identify the 
product that receives positive comments in 
relation to the product features in which they 
are most interested. Sentiment classification 
determines the orientation of a review opinion, 
regardless of the product features, whereas 
sentiment analysis extracts review opinions 
into specific product feature classes (Liu et al., 
2005). 

Social Media Summarization 
Social media summarization integrates Web 
opinions through the function of topic model-
ing to generate a high quality summary. Its 
critical component is the extraction of aspects 
of an object that users rate frequently in a set 
of online reviews (Blei and McAuliffe,  2008; 
Mei et al., 2007; Titov and McDonald, 2008; 
Zhai et al., 2004). For example, Titove and 
McDonald (2008) employ multi-grain latent 
Dirichlet allocation (LDA) to extract ratable 
aspects by clustering important terms accord-
ing to a local topic. Wang et al., (2008) pro-
pose a novel model to create a compressed 
summary, while retaining the main characte-
ristics of the original set of documents. They 
first calculate sentence-to-sentence similari-
ties using semantic analysis to construct a 
similarity matrix, then conduct symmetric ma-
trix factorization to group sentences into clus-
ters. Finally, they select the most informative 
sentences to represent the set of documents. 
Although this model has performed well with 
well-structured data, it does not necessarily 
work effectively with Web 2.0 content, which 

tends to be less organized. Lu and Zhai 
(2008) propose a summarization technique 
based on semi-supervised LDA and probabil-
istic latent semantic analysis (PLSA) models. 
They employ a well-written expert review as a 
template for incorporating other opinions 
scattered across various sources. According-
ly, this technique generates an opinion sum-
mary that consists of expert reviews and sup-
plemental opinions. However, the quality of 
summary depends on the selected expert re-
view.  

Social media summarization generates sum-
maries by topic modeling but does not work 
at the sentence level to identify specific prod-
uct features on which a user comments. That 
is, topics in social media summarization are 
not necessarily the product features in online 
consumer reviews. Nor does this technique 
aim to classify the orientation of the product 
features that online consumers review. The 
main objective instead is to extract repre-
sentative and informative sentences that 
summarize a vast collection of social media 
content. As mentioned, we focus on online 
consumer reviews in this study. The two re-
lated research problems are sentiment classi-
fication and sentiment analysis. 

Sentiment Classification 
Sentiment classification is a document classi-
fication task, which involves two classes: pos-
itive and negative. Sentiment classification 
therefore considers sentiment rather than top-
ics in traditional document classification. 
Several supervised learning approaches for 
sentiment classification have been investi-
gated. Weibe et al., (1999) and Hatzivassilog-
lou and Weibe (2000) identify nouns and ad-
jectives, which are indicative of positive or 
negative opinions; Turney (2002) uses mutual 
information between term phrases and posi-
tive and negative words such as “excellent” 
and “poor” to identify opinions. Wei et al., 
(2006) employ two comprehensive lists of 
positive and negative words from the General 
Inquirer (available at 
http://www.wjh.harvar.edu/~inquirer/) to facili-
tate sentiment classification tasks. To solve 
the context-dependent and conflicting opinion 
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word problems, Ding et al., (2008) require 
extensive manual effort and highly depend on 
natural language processing rules. In general, 
these sentiment classification techniques rely 
on sets of positive and negative lexicons to 
identify other indicative terms that might ap-
pear in review opinions. However, positive 
and negative indicators vary for different 
kinds of products. The sets of positive and 
negative indicators are not interchangeable 
but tailored for specific products. Recent on-
line consumer review systems also provide 
user interfaces that separate positive and 
negative inputs, rather than using only one 
input field in a free text format. Thus, senti-
ment classification becomes less challenging 
in practice, because users submit their posi-
tive and negative opinions separately. 

Sentiment Analysis 
Sentiment analysis is more complicated than 
sentiment classification: It classifies review 
opinions into several product feature classes, 
which vary in number across different types 
of products. Several research works pertain-
ing to sentiment analysis use supervised or 
unsupervised learning. For example, Hu and 
Liu (2004a; 2004b) and Liu et al. (2005) use 
the NLProcessor linguistic processor (see 
http://www.infogistics.com) to parse review 
opinions and extract nouns and noun phrases. 
With the use of an association rule mining 
algorithm, they then discover all frequent 
product features in these noun phrases ex-
tracted previously. Sentences without any 
discovered product features and opinion 
words will not be classified. However, the ac-
curacy of this unsupervised learning method 
depends on the performance of the parsing 
by NLProcessor, and extensive manual effort 
is needed to adjust the tagging result of 
NLProcessor before the review opinions can 
effectively be classified. Jindal and Liu 
(2006a; 2006b) propose another technique 
that integrates pattern discovery and super-
vised learning approaches to indentify com-
parative sentences in text documents. Their 
technique is useful for sentimental analysis, 
because it can extract product features and 
opinion words in comparative sentences. 
However, it also relies on POS tagging and 

keywords, and it has trouble dealing with in-
formal Web language existing widely in online 
reviews and web blogs. Wei et al. (2010) pro-
pose a semantic-based approach that ex-
ploits lists of positive and negative adjectives 
defined in General Inquirer to recognize opi-
nion words semantically and thereby extract 
product features. However, this technique 
requires the availability of lists of positive and 
negative lexicons. Popescu and Etzioni (2005) 
use a set of domain-independent extraction 
patterns, predefined in a Web information ex-
traction system (KnowItAll) to instantiate spe-
cific extraction rules for each product feature 
class. Kobayashi et al. (2004; 2005) also 
adopt an information extraction approach to 
extract product features. However, predefined 
extraction patterns are required for these in-
formation-extraction-based techniques. 

In this study, we instead propose the use of 
two supervised learning techniques, class 
association rules and the naïve Bayes clas-
sifier, to assign product features without using 
lexicon sets, natural language processing, or 
predefined extraction patterns. Rather, we 
use only a training data set. 

Supervised Learning for Classify-
ing Consumer Review Opinions 
Supervised learning simulates the way hu-
mans learn from their past experiences to 
acquire knowledge and thus perform practical 
tasks in decision making and classification. 
Supervised learning has been widely used for 
document classification. Specifically, it takes 
a set of preclassified training documents to 
develop a classification model, which then 
can classify any new documents into one or 
more predefined classes. However, in senti-
ment analysis for online review opinions, the 
unit of analysis is a sentence, rather than a 
document.  

A consumer review contributed by a Web us-
er consists of multiple sentences, each of 
which may refer to one or more product fea-
tures. For example, the sentence “The digital 
camera takes good pictures but it is not ex-
pensive at all” describes two product features: 
image quality and price. It is also possible 
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that a sentence does not describe any prod-
uct feature. For instance, a reviewer may tell 
a story of using a product while on vacation: 
“I took the Canon G7 with me in my summer 
vacation at Yosemite.” This sentence only 
describes the event, nothing about his or her 
sentiment on any product features. Therefore, 
the number of product features in an opinion 
sentence can range from 0 to n, where n is 
the number of possible product features of 
the focal product. In our preliminary study, we 
have found that more than 50% of consumer 
review sentences do not describe any prod-
uct features, yet documents in document 
classification are always classified into one or 
more classes of topics. This large amount of 
noise makes sentiment analysis not trivial. In 
addition, identifying the product feature(s) 
from a sentence is more challenging than 
identifying a document topic, because a doc-
ument is much longer and contains more 
term features to support classification. Fur-
thermore, the class of a document can be 
determined according to multiple representa-
tive term features in a document. However, 
an opinion sentence may contain only one 
term feature that describes a product feature. 
Accurately extracting this term feature from a 
short sentence also is nontrivial. 

We model the problem of conducting a sen-
timent analysis of consumer review opinions 
as a supervised learning task. For a product 
P, there is a set of consumer reviews R = {r1, 
r2, …, r|R|}. For each review ri, there is a set of 
opinion sentences Si = {si1, si2, …, si|Si|}. For 
each product P, there also is a set of product 
feature classes F = {f1, f2, …, f|F|}. Some term 
features, Tj= {tj1, tj2, …}, are associated with 
each fj. For example, “AA” and “lithium” are 
term features associated with the product fea-
ture “battery” for a digital camera, whereas 
“GB” and “Compact Flash” are term features 
associated with the product feature “memo-
ry.” In the following, we detail the two super-
vised learning techniques that we use for 
classifying consumer review opinions, includ-
ing class association rules and the naïve 
Bayes classifier.  

 

Class Association Rules 
The goal of the class association rule mining 
is to extract associations between term fea-
tures in consumer review opinions and prod-
uct features for a particular product that 
cooccur frequently. A set of preclassified opi-
nion sentences provides training examples 
for determining the class association rules. 
Each opinion sentence can be labeled with 
one or more product features fj, or no product 
feature, that is, none. The class association 
rule mining extracts all ruleitems with support 
equal to or higher than a prespecified mini-
mum support threshold and confidences 
equal to or higher than a prespecified mini-
mum confidence threshold. We define a rulei-
tem as (tjk, fj), where tjk ∈ Tj and fj ∈ F, and we 
establish the class association rule as: 
tjk → fj, where tjk ∈ Tj and fj ∈ F. 
With a labeled opinion sentence, we first re-
move stop words that do not bear any se-
mantics. All unigrams and bi-grams then will 
be extracted from the sentence. In this study, 
we do not consider n-grams that are longer 
than two terms, because the frequencies of 
most longer n-grams are too low to be in-
cluded in class association rules. Moreover, 
in most cases, these n-grams are not valid 
words but combinations of broken words. Us-
ing the extracted unigrams and bi-grams from 
an opinion sentence, we generate a set of 
candidate ruleitems by associating each uni-
gram or bi-gram with every product feature 
labeled for the opinion sentence. Subse-
quently, the set of candidate ruleitems are 
stored and then accumulated as we process 
all labeled opinion sentences. After all of the 
candidate ruleitems have been generated 
from the set of training opinion sentences, 
class association rule mining extracts the 
rules using two parameters, minimum support 
threshold and minimum confidence threshold. 
That is, a class association rule, t → f, is de-
duced if: 

resholdsupport th minimum),(),( ≥=
N

ftcountftSupport

 thesholdconference minimum
)(

),(),( ≥=
tcount
ftcountftConf
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where count(t, f) is the number of opinion 
sentences with the term feature (unigram or 
bi-gram) t labeled f, count(t) is the number of 
opinion sentences with the term feature t, and 
N is the total number of opinion sentences for 
training. 

 As we discussed, the class association rules 
we extract are not limited to associations be-
tween a single term (i.e., unigram) and a 
product feature. In some cases, phrases (i.e., 
bi-grams) appear in opinion sentences to de-
scribe product features, such as “flash card” 
in association with the product feature “Mem-
ory.” The extracted class association rules 
from these unigrams and bi-grams may con-
flict though. Let t1 be a unigram, t2 be a bi-
gram, and t2 consist of t1. In this case, t1 → fa 
conflicts with t2 → fb if fa ≠ fb. For example, 
“flash” → “Flash” and “flash card” → “Memo-
ry” conflict. The term feature “flash” is asso-
ciated with the product feature “Flash,” but 
the term feature “flash card” is associated 
with “Memory.” When such conflict occurs, 
the rule extracted from a bi-gram (i.e., phrase) 
overrides the rule extracted from a single 
term, rather than comparing the support or 
confidence levels of the two conflicting class 
association rules, because a phrase de-
scribes a product feature more specifically 
than a single term. 

 Naïve Bayes Classifier 
The naïve Bayes classifier is a probabilistic 
classifier, based on the Bayes theorem. It as-
sumes class-conditional independence, such 
that the chance a term appears in an opinion 
sentence is independent of the chances that 
other terms appear in the same opinion sen-
tence for a given product feature. It treats 
each opinion sentence as a “bag” of terms, so 
the probability of a term appearing also is in-
dependent of its position in the opinion sen-
tence. Accordingly, the naïve Bayes classifier 
estimates the posterior probability of each 
product feature fi, given the target opinion 
sentence os, according to the Bayesian rule: 

)(
)|()(

)|(
osp

fospfp
osfp ii

i =
 

where p(fi) is the probability that the product 
feature fi appears, p(os | fi) is the conditional 
probability that the opinion sentence os oc-
curs given fi, and p(os) is the probability that 
the opinion sentence os occurs. 

Evidently, we can ignore p(os) when estimat-
ing p(fi | os), because it is identical for all 
product features, and the relative values of 
p(fi | os) can determine product feature(s) in 
the opinion sentence os: 

)|()()|( iii fospfposfp ∝
 

The prior probability of a product feature fi, 
p(fi), is computed as: 

n
fnfp i

i
)()( =

 
where n represents the total number of opi-
nion sentences in the training data set and 
n(fi) denotes the number of opinion sentences 
in the training data set that are labeled fi.

  Assuming that the target opinion sentence os 
has a set of terms T and a term tk in T is in-
dependent of all other terms in T. Accordingly, 
we can calculate the conditional probability 
that the opinion sentence os occurs, given fi, 
or p(os | fi), as: 

∏
∈

=
Tt

iki
k

ftpfosp )|()|(
 

Furthermore, the probability of the occurrence 
of a term tk, given a product feature fi, or 
P(tk|fi), also can be computed as the number 
of opinion sentences that include tk, given 
that the opinion sentences are labeled fi, di-
vided by the number of opinion sentences 
labeled fi in the training data set. That is, 

)(
),()|(

i

ik
ik fn

ftnftp =
 

Accordingly, we can derive the posterior 
probability of the target opinion sentence os 
being assigned to a product feature fi, p(fi | 
os), as follows: 

∏
∈

=∝
Tt i

iki
iii

k
fn

ftn
n
fnfospfposfp

)(
),()()|()()|(

.
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Using this formulation, we classify the target 
opinion sentence os to the product feature 
with the highest posterior probability. That is, 

 )|( osfpArgMax iFfi∈
 

The naïve Bayes classifier is a powerful clas-
sification tool; however, its performance de-
pends greatly on the term features tk selected 
from T for sentiment analysis. Besides, its 
efficiency declines without such feature selec-
tion. In an opinion sentence, there are many 
irrelevant and redundant terms. For example, 
users may discuss the camera they have 
purchased and the pictures they have shot. 
The terms “purchase” and “shoot” appear fre-
quently in opinion sentences about cameras, 
but these terms do not contribute to the clas-
sification of opinion sentences to product fea-
tures and thus should be regarded as noises. 
By filtering these terms, we likely improve 
classification accuracy and efficiency, as well 
as the interpretability of the classifier. In this 
study, we investigate two feature selection 
metrics, information gain and chi-square (χ2), 
to select the representative term features for 
the naïve Bayes classifier.  

Information Gain 
The information gain metric assesses the 
amount of information obtained by a term t for 
class prediction using the absence and pres-
ence of t in the training data set (Yang and 
Pedersen, 1997). A term with a high informa-
tion gain can reduce the information needed 
to classify the data set; that is, it reduces the 
impurity or disorder of the data set. The ex-
pected information needed to classify a given 
data set using a term t is called the entropy of 
t. To compute the entropy of a term t, we 
must consider the distribution of all product 
features for the presence and absence of t, 

)|( tfp i

 
and )|( tfp i , respectively:  

∑∑
∈∈

−−=
Ff

ii
Ff

ii
ii

tfptfptptfptfptptE )|(log)|()()|(log)|()()( 22

The original entropy, based on the distribution 
of the training data set across all product fea-
tures, is:

  

 

The information gain for a term t is the ex-
pected reduction in entropy by considering 
the term, or G(t) = E(F) – E(t):  

∑

∑∑

∈

∈∈

+

+−=

Ff
ii

Ff
ii

Ff
ii

i

ii

tfptfptp

tfptfptpfpfptG

)|(log)|()(

)|(log)|()()(log)()(

2

22  

If the information gain is low, the presence or 
absence of the term is not important for de-
termining the product feature class. For this 
study, we select only those terms with infor-
mation gains equal to or higher than a prede-
fined threshold for the naïve Bayes classifier. 
All other terms with information gains lower 
than the threshold are discarded.  

Chi-Square (χ2) 
The χ2 metric evaluates the statistically signif-
icant difference between proportions for a 
term and a product feature class. It thus 
measures whether observations of two va-
riables, expressed in a contingency table, are 
independent. The χ2 metric between a term t 
and a product feature fi is calculated as fol-
lows:  

( )
)()()()(

 )()()()(),(
2

2

tptpfpfp
ftpftpftpftpft

ii

iiii
i

∧∧−∧∧
=χ  

For each term and each product feature in 
the training data set, we compute its χ2 value. 
To evaluate the goodness of a term, we ag-
gregate cross-class χ2 values, generally using 
either the maximum χ2 or the average χ2 me-
thod, as follows:

 
 

),()( 22
max iFf

ftMaxt
i

χχ
∈

=   

∑
∈

=
Ff

iiavg
i

ftfpt ),()()( 22 χχ  

If a term lacks strong classification power, its 
χ2 values across the product feature classes 
will be close. In other words, the differences 
between the χ2 values across product fea-
tures classes are small. In this case, this term 
would not be useful for the naïve Bayes clas-
sifier, because its contributions to different 
product feature classes are approximately the 
same, and it does not help identify a correct 
product feature class. In this study, we there-

∑
∈

−=
Ff

ii
i

fpfpFE )(log)()( 2
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fore filter out terms for which the difference 
between the maximum χ2 and the average χ2 
is less than a predefined threshold δ (i.e., we 
remove term t if δχχ <− )()( 22

max tt avg ). 

Empirical Evaluation 
We have conducted experiments to evaluate 
empirically the performance of our proposed 
supervised learning techniques (i.e., class 
association rules and naïve Bayes classifier) 
for sentiment analysis. In the first experiment, 
we evaluated the impact of the minimum 
support and minimum confidence thresholds 
on the effectiveness of the class association 
rules technique. In a second experiment, we 
investigated the impact of the two term fea-
ture selection metrics (i.e., information gain 
and χ2) on the effectiveness of the naïve 
Bayes classifier. Finally, in our third experi-
ment, we compared the performance of the 
class association rules technique and naïve 
Bayes classifier for sentiment analysis.  

Data Set 
To prepare a data set for empirical evaluation 
purposes, we developed a Web crawler to 
gather online consumer reviews from ama-
zon.com about six digital camera models. For 
these six digital camera models, we collected 
214 consumer reviews and 3,000 opinion 
sentences, with an average of 14.02 sen-
tences in each consumer review. The six digi-
tal camera models were:  

• Canon EOS 20D 8.2MP Digital SLR 
Camera 

• Nikon D70 Digital SLR Camera Kit 

• Canon Powershot SD300 4MP Digital 
Elph Camera with 3x Optical Zoom 

• Sony Cybershot DSCP200 7.2MP Digital 
Camera 3x Optical Zoom 

• Canon Powershot S2 IS 5MP Digital 
Camera with 12x Optical Image Stabilized 
Zoom  

• Canon Powershot A95 5MP Digital Cam-
era with 3x Optical Zoom 

After segmenting the collected consumer re-
viewers into sentences, we labeled each sen-
tence as containing zero or more product fea-
tures. Across this whole data set, we identi-
fied eight product features: (1) battery, (2) 
flash, (3) image quality, (4) lens, (5) memory, 
(6) price, (7) usability, and (8) video.  

Evaluation Metrics 
We employed precision, recall, and F-
measure as evaluation metrics; they are 
common in information retrieval and docu-
ment classification research. Precision meas-
ures the number of correctly classified items 
out of the total classified by a classification 
technique, and recall measures the amount of 
correctly classified items of those manually 
classified as the gold standard. The F-
measure is the harmonic mean of precision 
and recall, which offers a better measure than 
the arithmetic mean of precision and recall, 
because it is not strongly affected by extreme 
values of either.  

For any product feature f, the precision (pf), 
recall (rf), and F-measure (F measuref) can 
be computed as follows:  

ff

f
f FPTP

TP
p

+
=  

ff

f
f FNTP

TP
r

+
=  

ff

ff
f rp

rp
measureF

+

××
=

2
  

where TPf is the number of opinion sentences 
correctly labeled with f by a classification 
technique, FNf is the number of opinion sen-
tences incorrectly labeled with other product 
features by a classification technique that 
should be labeled with f according to the gold 
standard, and FPf is the number of opinion 
sentences incorrectly labeled with f by a clas-
sification technique. 

We used micro and macro measurements of 
precision and recall to evaluate the overall 
performance. The micro and macro mea-
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surements are useful to determine if a classi-
fication technique under investigation per-
forms better in particular product feature 
class or performs equally well across all 
product feature classes because the class 
sizes may not be uniform. Thus,  

fFffFf

fFf

FPTP

TP
precisionmicro

∑∑
∑

∈∈

∈

+
=-  

fFffFf

fFf

FNTP
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∑∑
∑

∈∈

∈

+
=-  

recallmicroprecisionmicro
recallmicroprecisionmicro

measureFmicro

--
--2

- 

+
××

=  

||
-

F

p
precisionmacro

fFf∑ ∈=  

||
-

F

r
recallmacro

fFf∑ ∈=  

recallmacroprecisionmacro
recallmacroprecisionmacro

measureFmacro

--
--2

- 

+
××

=  

Experiment I 
We used a fivefold cross-validation to eva-
luate the impact of the minimum support and 
confidence thresholds on the class associa-
tion rules technique. Specifically, the data set 
was partitioned into five subsets of approx-
imately equal size. For each fold, a single 
subset served as the testing set and the re-
maining four subsets were combined to form 
the training set. The overall effectiveness was 
then estimated by averaging the effective-
ness obtained from these five folds. 

We selected support values ranging from 
0.005 to 0.007 and confidence values from 
0.35 to 0.65. Figure 1 shows the macro F-
measure of the class association rules tech-
nique with these support and confidence val-

ues; Figure 2 shows the micro F-measure of 
this technique with the selected support and 
confidence values. The optimal macro F-
measure was 72.26%, and the best micro F-
measure was 70.77%. These optimal values 
emerged when the minimum support value 
was 0.006 and the minimum confidence value 
was 0.5. Furthermore, the micro F-measure 
decreased quickly when the minimum confi-
dence threshold decreased below 0.5 but on-
ly slightly when the minimum confidence 
threshold increased beyond 0.5. In contrast, 
the effectiveness of the class association 
rules technique was less sensitive to the min-
imum support threshold. It can be explained 
by two observations. The opinion sentences 
are relatively short, and therefore, there are 
relatively fewer terms in each opinion sen-
tence. In addition, there are also relatively 
fewer labeled opinion sentences for some 
particular product features. That means these 
product features are not frequently discussed 
in the online consumer reviews. The impact 
of the unbalanced data appeared in the form 
of sensitivity to the minimum confidence thre-
shold. 

Experiment II 
 As we discussed in Section 3.2, term feature 
selection is likely to improve the performance 
of the naïve Bayes classifier. In this experi-
ment, we again used a five-fold cross-
validation to investigate the impact of the two 
term feature selection metrics, information 
gain and 　 2, on the effectiveness of the 
naïve Bayes classifier. Before computing the 
information gain and 　 2 values, we filtered 
out rare terms with sentence frequencies of 
less than 10, because rare terms lack suffi-
cient support and thus would not be useful for 
our classification. 

Figure 3 shows the macro F-measure of the 
naïve Bayes classifier using information gain 
for term feature selection. Figure 4 shows the 
micro F-measure for the same scenario. The 
optimal macro F-measure was 70.19%, and 
the optimal micro F-measure was 67.19%, 
which occurred when the information gain 
value was 0.012.  
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Figure 1 - Macro F-measure with different minimum support and confidence thre-
sholds 
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Figure 2 -Micro F-measure with different minimum support and confidence thresholds 
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Figure 3  - Macro F-score values with different information gain thresholds for the 
naïve Bayes classifier 
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Figure 4  - Micro F-score values with different information gain thresholds for the 
naïve Bayes classifier 
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Figure 5  - Macro F-score values with different χ2 thresholds for the naïve Bayes 
classifier 
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Figure 6  - Micro F-score values with different χ2 thresholds for the naïve Bayes 
classifier 
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In turn, Figure 5 shows the macro F-measure 
of the naïve Bayes classier that used the χ2 
metric for term feature selection; Figure 6 
contains the concomitant micro F-measure. 
The optimal macro F-measure of 72.77% and 
optimal micro F-measure of 68.92% emerged 
when the χ2 value was 220. It is also notewor-
thy that the optimal macro-precision and ma-
cro-recall of the naïve Bayes classifier using 
χ2 consistently were higher than those of the 
naïve Bayes classifier using information gain. 
However, the optimal micro-precision of the 
naïve Bayes classifier using χ2 was higher 
than that of the naïve Bayes classifier using 
information gain, whereas the optimal micro-
recall using χ2 was lower than the one using 
information gain. Therefore, the results over-
all indicated that the χ2 metric for term feature 
selection obtained better performance in the 
naïve Bayes classifier. 

Experiment III  
To compare across the class association 
rules technique and naïve Bayes classifier 
with information gain and χ2 as term feature 
selection metrics, we created Table 1 to 
present their macro-precision, macro-recall, 
macro F-measure, micro-precision, micro-
recall, and micro F-measure. The class asso-
ciation rules technique obtained comparable 
macro F-measures to those of the naïve 
Bayes classifier with χ2, with a difference of 
only 0.51%. However, the class association 
rules technique achieved a higher micro F-
measure than did the naïve Bayes classifier 
with χ2, at a difference of 3.34%. In contrast, 
the naïve Bayes classifier with χ2 obtained 
substantially higher macro- and micro-
precision than the class association rules 
technique, whereas the latter obtained sub-
stantially higher macro- and micro-recall than 
the naïve Bayes classifier with χ2. The differ-
ences in macro- and micro-precision were 
8.48% and 6.33%, respectively, whereas the 
differences in macro- and micro-recall were 
7.80% and 9.70%, respectively. Thus, the 
class association rules technique classified 
more sentences with correct product features 
but also generated more errors (false posi-
tives). The naïve Bayes classifier instead 

made more accurate assignments but also 
missed more sentences in the classifications 
(false negatives). 

The class association rules technique ob-
tained higher recall because it classified opi-
nion sentences to product features whenever 
there was sufficient support and confidence 
based on a term feature that appeared in the 
opinion sentence. However, these terms also 
could appear in other sentences that were not 
discussing the predicted product feature, 
which sacrificed precision. The naïve Bayes 
classifier used the term feature distribution to 
determine the probability of an opinion sen-
tence being classified to a product feature, 
such that some term features contributed to a 
product feature but others lowered the 
chance. Using the distribution of terms in an 
opinion sentence, the naïve Bayes classifier 
achieved higher precision, but it also pro-
duced more false negatives by rejecting 
some opinion sentences that should have 
been classified to a product feature. 

In general, the supervised learning approach 
using the class association rules technique or 
the naïve Bayes classifier achieves satisfac-
tory classification effectiveness. The natural 
language processing approach commonly 
employed by prior studies requires excessive 
manual efforts to modify incorrectly parsed 
sentences, whereas our proposed supervised 
learning techniques do not require any natu-
ral language processing tools for tagging. 

Conclusion 

The Web 2.0 has facilitated user interactions 
on Internet platforms, in which people share 
their opinions and contribute their content. 
Electronic commerce thus has extended 
beyond B2C to include consumer-to-
consumer marketplaces. Consumers have a 
desire to compare products before making a 
purchase decision, and online consumer re-
views provide valuable information that 
enables them to identify specific products that 
fit their personal preferences. However, the 
vast volume of online consumer reviews 
available on the Web makes browsing 
through them and achieving a systematic 
comparison manually not trivial. In response,  
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we develop supervised learning techniques 
for sentiment analysis of online consumer 
reviews. We have investigated the class as-
sociation rules technique and the naïve 
Bayes classifier as methods to classify prod-
uct features that consumers describe in their 
reviews, which then should produce a sum-
mary of comparisons between products at the 
product feature level. Rather than comparing 
general ratings of products, sentiment analy-
sis allows users to compare and identify 
products according to their preferred product 
features. In our empirical evaluation, the 
class association rules technique and the 
naïve Bayes classifier with χ2 as the term fea-
ture selection metric produce comparable re-
sults, in terms of their macro F-measure, 
though the former performs better on the mi-
cro F-measure. However, the two methods 
achieve different results in terms of precision 
and recall. The naïve Bayes classifier with χ2 
for term feature selection performs substan-

tially better in both macro- and micro-
precision; the class association rules tech-
nique performs substantially better for both 
macro- and micro-recall.  

In the future, we shall investigate the impact 
of the size of training set on the effectiveness 
of these proposed supervised learning tech-
niques. In addition, we shall explore potential 
unsupervised learning approaches for senti-
ment analysis, which is challenging because 
opinion texts tend to be short and sparse, and 
classifying opinion texts by the similarities of 
such short and sparse sentences is difficult. 
Concept mapping represents a potential solu-
tion. However, relying on existing ontology is 
not an ideal solution, because the terms used 
in social media are constantly evolving. Effec-
tive ontology learning methods and appropri-
ate concept mapping mechanisms are poten-
tial solutions to this problem. 
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