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Abstract: In regression theory, the distribution of the error terms occupies a critical position, particularly when switching the data environment from probability theory to uncertainty theory. On the probabilistic platform, the variance-covariance matrix for standard regression model is assumed by an identity matrix with a positive constant multiplier. On the uncertain measure foundation, for given observational distributions, the variance-covariance is an interval-valued matrix. In this paper, we derive the interval-valued variance for given uncertain normal distribution. Further, we derive the interval-valued auto variance matrix for the observational error terms being the members of an uncertain canonic process. This new model may be regarded as an extension to the uncertain canonical process regression models, but its interval-valued variance-covariance matrix is also intrinsic to the uncertain canonical process, which results in an interval-valued weighted regression model.
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1. Introduction

Linear regression models [1], [3], [4], [5], [12], [14] are the most familiar statistical models. It is also well-known that in probability theory the Gaussian distributional theory plays a fundamental role and facilitates linear regression modeling.

Linear regression models can work by switching the platform from probability measure into the uncertain measure. The fundamental problem in switching working environment is necessary to define and calculate the variance-covariance matrix of the observations.


Nevertheless, we have to aware that Guo's [4] uncertain canonical regression models are very special since the auto covariance matrix with members being scalar numbers by taking the upper limits. Therefore the uncertain canonical process regression is not in its general form, because the uncertain observations could only facilitate interval-valued variance logically.

To a better understanding the nature of working environment switching, let us review Liu's uncertainty theory which was founded in 2007 [7] and refined in [8], [9]. Nowadays uncertainty theory has become a branch of mathematics with many decent applications.

The core concept in uncertainty theory is the uncertain measure, which is a set function defined on a sigma-algebra generated from a non-empty set. Formally, let \( \Xi \) be a nonempty set (space), and \( \mathcal{A}(\Xi) \) the \( \sigma \)-algebra on \( \Xi \). Each element, let us say, \( A \subseteq \Xi, A \in \mathcal{A}(\Xi) \) is called an uncertain event. A number denoted as \( \lambda[A], 0 \leq \lambda[A] \leq 1 \), is assigned to event \( A \in \mathcal{A}(\Xi) \), which indicates the uncertain measuring grade with which event \( A \in \mathcal{A}(\Xi) \) occurs. The
normal set function \( \lambda \{ A \} \) satisfies following axioms given by Liu [9].

**Axiom 1:** (Normality) \( \lambda \{ \Xi \} = 1 \).

**Axiom 2:** (Self-Duality) \( \lambda \{ \} \) is self-dual, i.e., for any \( A \in \mathcal{A}(\Xi), \lambda \{ A \} + \lambda \{ A^c \} = 1 \).

**Axiom 3:** (\( \sigma \)-Subadditivity) \( \lambda \left( \bigcup_{i=1}^{n} A_i \right) \leq \sum_{i=1}^{n} \lambda \left( A_i \right) \)
for any countable event sequence \( \{ A_i \} \).

**Definition I.1:** (Liu, [7], [8], [9]) A set function \( \lambda : \mathcal{A}(\Xi) \to [0,1] \) satisfies Axioms 1-3 is called an uncertain measure. The triple \( (\Xi, \mathcal{A}(\Xi), \lambda) \) is called an uncertainty space.

**Definition I.2:** (Liu, [7], [8], [9]) An uncertainty variable is a measurable function \( \xi \) from an uncertainty space \( (\Xi, \mathcal{A}(\Xi), \lambda) \) to the set of real numbers, i.e., for any Borel set \( B \) of real numbers, the set \( \{ \tau \in \Xi : \xi(\tau) \in B \} \epsilon \mathcal{A}(\Xi) \), i.e., the pre-image of \( B \) is an event within \( \Xi \).

**Definition I.3:** (Liu, [7], [8], [9]) The uncertain distribution \( \Lambda : \mathbb{R} \to [0,1] \) of an uncertain variable \( \xi \) on \( (\Xi, \mathcal{A}(\Xi), \lambda) \) is
\[
\Lambda(x) = \lambda \{ \tau \in \Xi | \xi(\tau) \leq x \} \tag{1}
\]
An uncertain variable is completely specified by its uncertain measure, while an uncertain variable is only partially defined by the corresponding uncertain distribution. In other words, using an uncertain distribution to specify an uncertain variable, certain uncertainty will be brought in.

In this paper, we intend to extend the uncertain canonical regression models developed by Guo et al [4] from scalar version into interval-valued version. The interval-valued models do not need to estimate the weight matrix as in fitting the classical weighted regression models using data replications. Rather, the interval weight matrix is intrinsic to the uncertain canonical process without data involvement of any kind.

The structure of the paper are as follows: Section II reviews the classical regression model theory. In Section III, we will derive the interval-valued variance for a given uncertain normal distribution. Section IV contributes the development of the intrinsic interval-valued auto covariance matrix of a standard uncertain canonical process. In Section V, we develop an interval-valued version of uncertain canonical process regression model. The last section offers a few concluding remarks.

2. A Review of Basic Regression Model

In statistical linear regression theory, [3], [12], [14], the basic assumptions are:

**Assumption 1:** The model takes a form:
\[
y_i = \beta_0 + \beta_1 x_{i1} + \ldots + \beta_p x_{ip} + \varepsilon_i, \quad i = 1, 2, \ldots, n \tag{2}
\]

**Assumption 2:** The error terms satisfy several conditions:
1. zero mean \( E[\varepsilon_i] = 0, \quad i = 1, 2, \ldots, n \tag{3} \)
2. constant variance (homoscedasticity) \( V[\varepsilon_i] = \sigma^2, \quad i = 1, 2, \ldots, n \tag{4} \)
3. mutually uncorrelated \( E[\varepsilon_i \varepsilon_j] = 0, \quad i \neq j, \quad i, j = 1, 2, \ldots, n \tag{5} \)

**Assumption 3:** \( x_1, x_2, \ldots, x_p \) are not random variables. They are fixed values of explanatory variables, with \( E[\varepsilon | x] = x' \beta \).

**Assumption 4:** \( \varepsilon_i \sim \mathcal{N}(0, \sigma^2), \quad i = 1, 2, \ldots, n \).

In matrix presentation, Eq. (36) can be written as
\[
y = X' \beta + \varepsilon \tag{7}
\]
\[ X_{\text{vec}(p+i)} = \begin{bmatrix} 1 & x_{i1} & \cdots & x_{ip} \\ 1 & x_{i1} & \cdots & x_{ip} \\ \vdots & \vdots & \ddots & \vdots \\ 1 & x_{i1} & \cdots & x_{ip} \end{bmatrix} = \begin{bmatrix} 1 & \xi_1 & \cdots & \xi_p \end{bmatrix} \]

and \( \beta = \begin{bmatrix} \beta_0 \\ \beta_1 \\ \vdots \\ \beta_p \end{bmatrix}, \ v = \begin{bmatrix} y_1 \\ y_2 \\ \vdots \\ y_n \end{bmatrix} \) \( \Rightarrow \)

\[
\lambda \left\{ \bigcap_{i=1}^{n} \{ \xi_i \in B_i \} \right\} = \min \left\{ \xi_i \in B_i \right\}
\]

for any Borel sets \( B_1, B_2, \ldots, B_n \in \mathcal{B}(\mathbb{R}) \)

**Theorem III.2:** (Liu, [7], [8], [9]) Let \( \Psi_{\xi_1}, \Psi_{\xi_2}, \ldots, \Psi_{\xi_n} \) be uncertainty distributions for the univariate uncertainty variables \( \xi_1, \xi_2, \ldots, \xi_n \) on \( (\Xi, \mathcal{A}(\Xi), \lambda) \) respectively. Let \( \Psi_{(\xi_1, \xi_2, \ldots, \xi_n)} \) be the joint distribution of uncertainty vector \( (\xi_1, \xi_2, \ldots, \xi_n) \). If \( \xi_1, \xi_2, \ldots, \xi_n \) are independent, then

\[
\Psi_{(\xi_1, \xi_2, \ldots, \xi_n)}(x_1, x_2, \ldots, x_n) = \min_{\xi_1, \xi_2, \ldots, \xi_n} \Psi_{\xi_1}(x_1)
\]

for any real numbers \( x_1, x_2, \ldots, x_n \in \mathbb{R} \)

**Definition III.3:** (Liu, [7], [8], [9]) An uncertain variable \( \xi \) is called normal if the uncertain distribution takes the form

\[
\Psi_{\xi}(x) = \frac{1}{\sqrt{2\pi} \sigma} \exp \left( -\frac{(x-\mu)^2}{2\sigma^2} \right), \quad x \in \mathbb{R}
\]

**Definition III.4:** (Liu, [7], [8], [9]) An uncertain normal distribution is standard if the uncertain distribution takes the form

\[
\Psi_{\xi_0}(x) = \frac{1}{1 + e^{-\frac{x^2}{2}}} , \quad x \in \mathbb{R}
\]

It is obvious that an uncertain normal variable \( \xi \) can be expressed by an standard uncertain normal variable \( \xi_0 \)

\[
\xi = \sigma \xi_0 + \mu
\]

**Definition III.5:** (Liu, [7], [8], [9]) Let \( \xi \) be a uncertainty variable on an uncertainty measure space \( (\Xi, \mathcal{A}(\Xi), \lambda) \). The expectation \( \xi \) is defined by

\[
E[\xi] = \int_{-\infty}^{\infty} \lambda[\xi > r] \, dr - \int_{-\infty}^{0} \lambda[\xi \leq r] \, dr
\]

provided that at least one of the two integrals exists.

**Theorem III.6:** (Liu, [9]) Let \( \xi \) be an uncertain variable with a given uncertain distribution function \( \Psi_{\xi} \) having a finite expectation \( \mu \). Then the upper bound of the variance of \( \xi \) is
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\[ \sigma_{\xi,\mu}^2 = 2 \int_0^{\infty} \left( r (1 - \Psi_{\xi}(r + \mu)) + (\Psi_{\xi}(r - \mu)) \right) dr \]  

(14)

and the lower bound of the variance of \( \xi \) is

\[ \sigma_{\xi,\mu}^2 = \int \left[ 1 - \Psi_{\xi}(\mu + \sqrt{x}) \right] dx + \int \Psi_{\xi}(\mu - \sqrt{x}) dx \]

(15)

**Proof:**

\[ E[(\xi - \mu)^2] = \int \lambda \left( [\xi - \mu]^2 \geq x \right) dx \]

\[ = \int \lambda \left( [\xi - \mu + \sqrt{x}] \cup [\xi - \mu - \sqrt{x}] \right) dx \]

\[ \geq \int \lambda \left( [\xi - \mu + \sqrt{x}] dx + \int \lambda \left( [\xi - \mu - \sqrt{x}] \right) dx \]

(16)

\[ \geq \int [1 - \Psi_{\xi}(\mu + \sqrt{x})] dx \cup \int \Psi_{\xi}(\mu - \sqrt{x}) dx \]

\[ = \int [1 - \Psi_{\xi}(\mu + \sqrt{x})] dx \cup \int \Psi_{\xi}(\mu - \sqrt{x}) dx \]

(17)

\[ = 2 \int (1 - \Psi_{\xi}(r + \mu)) dr \cup 2 \int \Psi_{\xi}(r - \mu) dr \]

\[ = \sigma_{\xi,\mu}^2 \]

**Definition III.7:** The ratio \( \sigma_{\xi,\mu}^2 / \sigma_{\xi,\mu}^2 \), denoted by \( \kappa \), is called as the spread ratio of an uncertain variable, i.e.,

\[ \kappa = \frac{\sigma_{\xi,\mu}^2}{\sigma_{\xi,\mu}^2} \]

\[ = \frac{\int s(1 - \Psi_{\xi}(s + \mu)) ds \cup \int s \Psi_{\xi}(s - \mu) ds}{\int s(1 - \Psi_{\xi}(s + \mu)) ds \cup \int s \Psi_{\xi}(s - \mu) ds} \]

(18)

**Remark III.8:** The variance of an uncertain variable given the uncertain distribution function, denoted by \( V[\xi] \), is no longer a scalar positive real-valued number. The spread ratio, \( \kappa \), represents the uncertainty degree in the variance of an uncertain variable given the distribution function. It is obvious that the spread ratio

\[ \kappa \in \left[ \frac{1}{2}, 1 \right] \]

(19)

It is also worthwhile to comment that according to Moore [13], an interval number contains interval uncertainty. For example, interval number \( [1, 2] \) means any element belonging to this interval \( \alpha \in [1, 2] \) may be the representative of \( \alpha \) with a certain risk level. Thus \( \kappa \) represents the risk in the variance of an uncertain variable given the distribution only.

**Theorem III.9:** The variance of an uncertain variable given the uncertain distribution function, \( V[\xi] \), is an interval-value:

\[ \sigma_{\xi,\mu}^2 = \kappa \sigma_{\xi,\mu}^2 \leq V[\xi] \leq \sigma_{\xi,\mu}^2 \]

(20)

**Proof:** The variance of an uncertain variable

\[ V[\xi] = E[(\xi - \mu)^2] \]

and according to **Definition III.7,**

\[ \kappa = \frac{\sigma_{\xi,\mu}^2}{\sigma_{\xi,\mu}^2} \]

Therefore

\[ \sigma_{\xi,\mu}^2 = \kappa \sigma_{\xi,\mu}^2 \]

Combining the results of **Theorem III.6,** we can
conclude that:
\[ \sigma_{i,j}^2 = \kappa \sigma_{i,n}^2 \leq V[\xi] \leq \sigma_{i,n}^2. \]

Theorem III.10: Let \( \xi \) be an uncertain normal variable defined by Definition III.3, Eq. (11), then
\[ \kappa = \frac{1}{2}. \]
(22)

Proof:

\[ E[(\xi - \mu)^2] \]
\[ \leq \int_0^\infty \left(1 - \Psi_\xi(\mu + \sqrt{x}) + \Psi_\xi(\mu - \sqrt{x})\right) dx 
\]
\[ = \int_0^\infty \left(1 - 1 + \exp\left(-\frac{\pi (\mu + \sqrt{x}) - \mu}{\sigma}\right)\right) dx 
\]
\[ + \int_0^\infty \left(1 + \exp\left(-\frac{\pi (\mu - \sqrt{x}) - \mu}{\sigma}\right)\right) dx 
\]
\[ = 2\sigma^2 \int_0^\infty \left(1 - 1 + \exp\left(-\frac{\pi z}{\sqrt{3}}\right)\right) dz 
\]
\[ + 2\sigma^2 \int_0^\infty \left(1 - 1 + \exp\left(\frac{\pi z}{\sqrt{3}}\right)\right) dz 
\]
\[ = \sigma_{i,n}^2. \]

Furthermore,

\[ E[(\xi - \mu)^2] 
\]
\[ = \int_0^\infty \lambda \left(1 - \exp\left(-\frac{\pi z}{\sqrt{3}}\right)\right) dz 
\]
\[ = \int_0^\infty \lambda \left(1 - \exp\left(-\frac{\pi z}{\sqrt{3}}\right)\right) dz 
\]
\[ = 2\sigma^2 \int_0^\infty \left(1 - 1 + \exp\left(-\frac{\pi z}{\sqrt{3}}\right)\right) dz 
\]
\[ = \sigma_{i,n}^2. \]
(23)

Now, we need to show that
\[ \int_0^\infty \left(1 - 1 + \exp\left(-\frac{\pi z}{\sqrt{3}}\right)\right) dz 
\]
\[ = \int_0^\infty \left(1 + \exp\left(\frac{\pi z}{\sqrt{3}}\right)\right) dz 
\]
(24)

Therefore,

\[ \int_0^\infty \left(1 - 1 + \exp\left(-\frac{\pi z}{\sqrt{3}}\right)\right) dz 
\]
\[ = \int_0^\infty \left(1 + \exp\left(\frac{\pi z}{\sqrt{3}}\right)\right) dz 
\]
\[ = \int_0^\infty \left(1 + \exp\left(-\frac{\pi z}{\sqrt{3}}\right)\right) dz 
\]
\[ = \int_0^\infty \left(1 + \exp\left(\frac{\pi z}{\sqrt{3}}\right)\right) dz 
\]
\[ = \int_0^\infty \left(1 + \exp\left(-\frac{\pi z}{\sqrt{3}}\right)\right) dz 
\]
\[ = \int_0^\infty \left(1 + \exp\left(\frac{\pi z}{\sqrt{3}}\right)\right) dz 
\]
\[ = \int_0^\infty \left(1 + \exp\left(-\frac{\pi z}{\sqrt{3}}\right)\right) dz 
\]
\[ = \int_0^\infty \left(1 + \exp\left(\frac{\pi z}{\sqrt{3}}\right)\right) dz 
\]
\[ = \int_0^\infty \left(1 + \exp\left(-\frac{\pi z}{\sqrt{3}}\right)\right) dz 
\]
\[ = \int_0^\infty \left(1 + \exp\left(\frac{\pi z}{\sqrt{3}}\right)\right) dz 
\]
(25)

Finally,
\[ \kappa = \frac{\sigma_{zz}}{\sigma_{zz}} = \frac{\int_{-\infty}^{\infty} \left( 1 + \exp \left( -\frac{\pi}{\sqrt{3}} z \right) \right)^{-1}}{2 \int_{0}^{\infty} \left( 1 + \exp \left( -\frac{\pi}{\sqrt{3}} z \right) \right)^{-1}} \text{d}z \]

Remark III.11: In the family of uncertain variables given the distributional form, the spread ratio \( \kappa \in [1/2, 1] \) and the length of the interval variance is \( (1-\kappa)\sigma_{zz}^2 \) in general. When the uncertain distribution is normal, the spread ratio \( \kappa \) reaches the minimum value 1/2. In other words, the interval variance of an uncertain normal variable defined by Eq.(11) enjoys the longest length, i.e., \( \sigma_{zz}^2 / 2 \equiv \sigma^2 / 2 \).

4. The Auto covariance of an uncertain canonical process

An uncertain process \( \{\xi_t, t \geq 0\} \) is a family of uncertainty variables indexed by \( t \) and taking values in the state space \( \mathbb{S} \subseteq \mathbb{R} \).

Definition IV.1: (Liu, [7], [8], [9]) Let \( \{C_t, t \geq 0\} \) be an uncertain process. If

(1) \( C_0 = 0 \) and all the trajectories of realizations are Lipschitz-continuous;
(2) \( \{C_t, t \geq 0\} \) has stationary and independent increments;
(3) Every increment \( C_{t+\Delta t} - C_t \) is a normal uncertainty variable with expected value 0 and variance \( \tau^2 \), i.e., the uncertainty distribution of \( C_{t+\Delta t} - C_t \) is

\[ \Psi_{C_{t+\Delta t} - C_t}(z) = \left( 1 + \exp \left( -\frac{\pi z}{\sqrt{3}} \right) \right)^{-1} \] (26)

then \( \{C_t, t \geq 0\} \) is called an uncertain canonical process.

Definition IV.2: The auto covariance is the covariance between two members \( C_s \) and \( C_t \), denoted by \( E[C_s, C_t] \) for \( \forall s, t, s < t \).

Theorem IV.3: Assuming that \( \{C_t, t \geq 0\} \) is a standard uncertain canonical process. Then for \( \forall s < t \), the auto covariance for a standard uncertain canonical process \( \{C_t, t \geq 0\} \) is

\[ \sigma_{st} = \left[ \frac{st}{2}, st \right] \] (27)

Proof: Notice that \( C_t = \tau \xi_0, \tau \in [0, +\infty) \) is an arbitrary index. Thus it is logical to state that \( C_t = (s/t)C_s \) because

\[ \frac{C_t}{C_s} = \frac{t \xi_0}{s \xi_0} = \frac{t}{s} \] (28)

which implies the linear relation \( C_t = (s/t)C_s \). Furthermore,

\[ E[C_s] = E[C_t] = 0 \] (29)

Thus,

\[ E[C_sC_t] = E[C_s \left( \frac{t}{s} \right) C_s] = \left( \frac{t}{s} \right) E\left[ C_s \right]^2 \] (30)

Recall for standard uncertain normal distribution, the interval variance is

\[ V[\xi_0] = \left[ \frac{1}{2}, 1 \right] \] (31)

Finally,

\[ E[C_sC_t] = \left[ \frac{st}{2}, st \right] \] (32)

Remark IV.3: The linearity between any two members of a standard uncertain canonical process \( \{C_t, t \geq 0\} \) should be understood as the sense at \( k \{C_t = (s/t)C_s\} = 1 \).

Definition IV.4: The auto covariance matrix \( \Sigma = \{\sigma_{st}\}_{st} \), of members \( C_s, C_t, \ldots, C_n \) in a standard uncertain canonical process \( \{C_t, t \geq 0\} \) is defined by
\[
\Sigma \triangleq \left( \sigma_{ij} \right)_{mn} = \begin{bmatrix}
V[C_n] & \sigma_{n_1} & \cdots & \sigma_{n_m} \\
\sigma_{n_1} & V[C_n] & \cdots & \sigma_{n_m} \\
\vdots & \vdots & \ddots & \vdots \\
\sigma_{n_1} & \sigma_{n_1} & \cdots & V[C_n]
\end{bmatrix}
\]  
(33)

**Theorem IV.5:** The auto covariance matrix \( \Sigma = (\sigma_{ij})_{mn} \), of members \( C_n, C_{n_2}, \ldots, C_n \) in a standard uncertain canonical process \( \{ C_n, t \geq 0 \} \) is an interval matrix, whose element is

\[
\Sigma \triangleq \left( \sigma_{ij} \right)_{mn} = \left[ \frac{s_i s_j}{2} \right]
\]
(34)

**Proof:** According to Definition IV.4, the auto covariance matrix

\[
\Sigma \triangleq \left( \sigma_{ij} \right)_{mn}
\]

whose \((i,j)\)th element (at \(i\)th row and \(j\)th column) is given by Theorem IV.2: Eq.(27):

\[
\sigma_{ij} = \left[ \frac{s_i s_j}{2} \right].
\]

Thus we reach the conclusion.

**Remark IV.6:** The upper bound of the auto covariance derived in this paper \( \sup \left( E \left[ C_n C_n^t \right] \right) = s_i s_j \) is much simplified compared to the expression derived by Dai et al [2]. Nevertheless the current result still making intuitive sense if letting \( s_j \to s \), the limit will be the upper bound of the variance \( \sigma_{C_n,C_n}^2 = \sup \left( E \left[ C_n^2 \right] \right) = s^2 \). The elements of the interval auto covariance matrix \( \Sigma = (\sigma_{ij})_{mn} \), of members \( C_n, C_{n_2}, \ldots, C_n \) in a standard uncertain canonical process \( \{ C_n, t \geq 0 \} \) are consistent. Now we are ready to investigate the uncertain canonical regression modeling issue.

### 5. The General Uncertain Canonical Process Regression

The general uncertain regression model to be proposed will take a conditional form

\[
y_i = \beta_0 + \beta_1 x_i + \cdots + \beta_m x_{mi} + \sigma C_i,
\]

where \( y \) is the response variable, \( x_1, x_2, \ldots, x_m \) are \( m \) explanatory variables without uncertain influences, and \( \sigma C_i, i = 1, 2, \ldots, n \) are the uncertain error terms from a standard uncertain canonical process \( \{ C_i, t \geq 0 \} \).

The matrix version of (33) is

\[
y = X \beta + C
\]
(36)

where

\[
\begin{bmatrix}
y_1 \\
y_2 \\
\vdots \\
y_n
\end{bmatrix},
\begin{bmatrix}
x_{11} & \cdots & x_{m1} \\
x_{12} & \cdots & x_{m2} \\
\vdots & \ddots & \vdots \\
x_{1n} & \cdots & x_{mn}
\end{bmatrix}
\]

\[
\begin{bmatrix}
\beta_0 \\
\beta_1 \\
\beta_m
\end{bmatrix},
\begin{bmatrix}
\sigma C_{n_1} \\
\sigma C_{n_2} \\
\vdots \\
\sigma C_{n_m}
\end{bmatrix}
\]
(37)

**Theorem V.1:** The basic uncertain regression model in Eq. (36) or Eq. (37) have the following properties:

1. \( E[C] = 0 \);
2. \( E[y] = X \beta \);
3. The variance-covariance matrix \( V[C] = E[C C^t] \) is the interval-valued auto covariance matrix \( \Sigma \) multiplying a constant positive multiplier \( \sigma^2 \), i.e., \( \sigma^2 \Sigma \).

Therefore the uncertain canonical regression is an interval-valued weighted regression model.

**Proof:** Based on the Definition IV.1 of a standard uncertain canonical process \( \{ C_i, t \geq 0 \} \), \( C_n, C_{n_2}, \ldots, C_n \) are members of the uncertain canonical process, whose indices are times \( s_j, i = 1, 2, \ldots, n \), and therefore \( C_i = C_n - s_j \xi_0 \) are uncertainty variables with an uncertain normal distribution

\[
\Psi_\xi(z) = \left[ 1 + \exp \left( -\frac{\pi z}{\sqrt{3}} \right) \right]^{-1}
\]
(38)
Then, the expectation \( E[C_n] = 0 \) and the variance \( \nu[C_n] = [s_i^2/2, s_i^2] \). Hence, \( E[C] = 0 \), \( E[y] = X\beta \) are proved.

As to Property (3) in the Definition IV.1, we noted the error vector is composed of \( \sigma C_n, \sigma C_n, \cdots, \sigma C_n \) sequentially, according to Theorem IV.5, it is simple to establish that

\[
\sigma^2 \Sigma = \sigma^2 \Sigma \left[ \begin{array}{cccc} C_n \end{array} \right]
\]

\[
= \sigma^2 \left( \sigma_{v_t} \right)_{n,n}
\]

\[
= \sigma^2 \left( \left[ s_i s_j / 2, s_i s_j \right] \right)_{n,n}
\]

The regression model is an interval-valued weighted one since the variance-covariance is not \( \sigma^2 I_{n,n} \) but rather is \( \sigma^2 \left( \left[ s_i s_j / 2, s_i s_j \right] \right)_{n,n} \).

**Remark V.2:** From the model formulation and Theorem V.1 statement and proof, it should be emphasized that a key feature of this basic uncertain regression model lies in the error term assumption: errors \( \sigma C_n, \sigma C_n, \cdots, \sigma C_n \) are members of an uncertain canonical process, whose indices are \( s_i, i = 1, 2, \cdots, n \). In classical regression model, the error terms are not taken sequentially. In other words, sequential order of error terms plays a fundamental role in uncertain regression. In that sense, it is logical to describe an uncertain regression model as a sequential regression model. Furthermore, if we define a scalar variance-covariance matrix \( \forall \Pi \in \Sigma = \left[ \left[ s_i s_j / 2, s_i s_j \right] \right]_{n,n} \) according to Moore’s interval uncertainty [13], then the scalar matrix \( \Pi \) would facilitate an coefficient vector estimator with BLUE property of the so-called scalar uncertain canonical regression in terms of the Gauss-Markov Theorem, [3], [12], [15].

**Theorem V.3:** (Gauss-Markov Theorem) The estimator of the coefficient vector in the scalar uncertain regression defined by Remark V.2 is BLUE (Best - minimum variance, Linear, Unbiased Estimator), i.e., \( \hat{\beta} = \left( X'\Pi_{-1}X \right)^{-1} X'\Pi_{-1}y \) is BLUE.

**Proof:** The estimator of \( \beta \), \( \hat{\beta} = \left( X'\Pi_{-1}X \right)^{-1} X'\Pi_{-1}y \), is linear in response values \( y, y_2, \cdots, y_n \) as is obvious from the a \( (m+1) \times n \) matrix pre-multiplier. The unbiasedness follows from:

\[
E[\hat{\beta}] = \left( X'\Pi_{-1}X \right)^{-1} X'\Pi_{-1}y
\]

\[
= \left( X'\Pi_{-1}X \right)^{-1} X'\Pi_{-1}E[y]
\]

\[
= \left( X'\Pi_{-1}X \right)^{-1} X'\Pi_{-1}X \beta = \beta
\]

Then, let us assume another unbiased estimator \( \hat{\beta} = A_y \left( \left( X'\Pi_{-1}X \right)^{-1} X'\Pi_{-1} + D \right) y \), then

\[
E[\hat{\beta}] = E \left[ \left( \left( X'\Pi_{-1}X \right)^{-1} X'\Pi_{-1} + D \right) y \right]
\]

\[
= \left( \left( X'\Pi_{-1}X \right)^{-1} X'\Pi_{-1} + D \right) E[y]
\]

\[
= \left( \left( X'\Pi_{-1}X \right)^{-1} X'\Pi_{-1}X + DX \right) \beta
\]

\[
= (I + DX) \beta
\]

Then \( DX = 0 \) is implied. Now, let us examine the variance of \( \hat{\beta} \),

\[
V[\hat{\beta}] = V \left[ \left( \left( X'\Pi_{-1}X \right)^{-1} X'\Pi_{-1} + D \right) y \right]
\]

\[
= V \left[ \hat{\beta} + Dy \right]
\]

\[
= V[\hat{\beta}] + DE[CC]D' = V[\hat{\beta}] + DX \Sigma = V[\hat{\beta}]
\]

**Remark V.4:** More importantly, we should be fully aware that the scalar variance-covariance matrix \( \Pi \) is an arbitrary one in the autovariance matrix defined by the members in a standard uncertain canonical process \( \{C_n, t \geq 0\} \), therefore in the general uncertain canonical regression with interval-valued auto covariance matrix \( \left[ \left[ s_i s_j / 2, s_i s_j \right] \right]_{n,n} \) the BLUE property should be held for the interval-valued estimator of the coefficient vector in certain sense. Furthermore, it is important to emphasize that the auto covariance interval matrix \( \Sigma \) is available according to Theorem IV.5. There is no need to estimate it by replicated observations from each combination of the explanatory variables.
6. Conclusion

Although the uncertain measure theory is very abstract, it is necessary to develop some uncertain statistical models for those practitioners in applied scientific or engineering fields. In this paper, we develop regression model given the error vector taken from a standard canonical process with a positive multiplier. Due to interval variance fact, the covariance can only take interval form accordingly, since the distribution functions for members in a standard canonical process are given but the uncertain measures are not. The development takes the advantage in a standard canonical process, whose member can be represented by standard uncertain normal variable, thus the linear relationship between members is established. In general, for uncertain processes we can also develop the interval-valued auto covariance matrix as long as they are uncertain canonical process driven, similar to [8].
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