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Abstract

Recent data breaches at online content and service providers (CSPs) such as Facebook or Uber illustrate the privacy risks associated with the disclosure of personal data. Yet, asymmetric information between users and CSPs makes it difficult for users to assess their privacy risks. Thus, in order to reduce uncertainty and assist users with increasingly complex privacy trade-offs, regulators and consumer protection agencies advise CSPs to be more transparent about their data collection, storage and use. In this context, Information Systems research has largely focused on the effectiveness of transparency measures in specific application scenarios (e.g. recommender systems, targeted advertising) by exogenously assigning subjects to scenarios with or without transparency. However, it is unclear whether users would actively choose a more transparent over a less transparent CSP, as they may prefer ambiguity regarding privacy risks and information avoidance. To advance research in this area, this paper presents an experimental design to study subjects’ preferences for transparency in a controlled laboratory environment. Drawing on the field of decision analysis and established theories on uncertainty and ambiguity attitudes, the present study contributes to a better understanding of human privacy decision-making.
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1 Introduction

Most online content and service providers (CSPs) such as search engines, social networks or news sites grant users access free of charge. Instead of a monetary price, these CSPs rely on the collection of user data which they monetise, e.g. by placing targeted advertisements (e.g. Goldfarb, 2014). This collection of massive amounts of data and advances in data-processing technologies do not only yield benefits for users, but may also make them vulnerable because of a CSP’s opportunistic behaviour or security issues (Martin, Borah, and Palmatier, 2017).

This vulnerability is particularly illustrated by recent high-profile data breaches: in September 2018, security flaws in Facebook’s code led to personal data of nearly 30 million users being accessed and potentially controlled by hackers, including search history and location data (Isaac, 2018). Furthermore, in 2016, personal data of about 57 million Uber users was inappropriately accessed, including names and license numbers of 600,000 drivers (Khosrowshahi, 2017). Such data breaches do not only lead to a loss of trust, but may also negatively impact firm reputation and stock prices (Acquisti, Friedman, and Telang, 2006; A. Malhotra and Kubowicz Malhotra, 2011; Martin, Borah, and Palmatier, 2017). The scope and severity of these cases indicate the importance of data protection as a precondition for privacy.

In general, privacy refers to “the extent to which a consumer is aware of and has the ability to control the collection, storage, and use of personal information by a firm” (Beke, Eggers, and Verhoef, 2018, p. 5). Users’ assessment of the potential adverse consequences related to data disclosure, however, is often complicated by asymmetric information between users and CSPs regarding data collection, storage and use (Acquisti and Grossklags, 2008, 2012). This leaves users in a state of uncertainty and leads to difficulties in privacy decision-making (Acquisti, Adjerid, et al., 2017). In order to assist users with the assessment of privacy risks and increasingly complex privacy trade-offs, regulators and consumer protection agencies advise CSPs to be more transparent about practices that impact their users’ privacy. In particular, they should give users clear information about which data they collect, store and use (Awad and Krishnan, 2006). For example, the European General Data Protection Regulation (GDPR) emphasises that “[p]ersonal data shall be […] processed lawfully, fairly and in a transparent manner in relation to the data subject” (Article 5(1a) GDPR). Transparency is also discussed in the privacy framework of the Organisation for Economic Co-operation and Development (OECD, 2013) and the Federal Trade Commission’s fair information practices in the electronic marketplace (Federal Trade Commission, 2000).

In this context, research has so far focused on the effectiveness of transparency in specific application contexts by comparing user attitudes and behavioural intentions in scenarios with or without transparency. For example, studies show that transparency can increase trust and acceptance of personalised recommendations (e.g. Sinha and Swearingen, 2002) and the effectiveness of targeted advertising (e.g. T. Kim, Barasz, and John, 2019). However, the question whether users actually prefer transparency about privacy risks and whether they would actively choose a more transparent over a less transparent CSP, has received little attention. The traditional, normative perspective on privacy decision-making assumes that users engage in deliberate and effortful information processing and make privacy decisions by rationally weighing associated benefits and risks (Dinev, McConnell, and H. J. Smith, 2015). In this spirit, it is generally assumed that rational users prefer more information to less in order to improve decision making (Schweizer and Szech, 2018). Thus, according to the perspective of the economics of information (Stigler, 1961), users should seek information in situations where transparency potentially yields high benefits, i.e. better privacy decisions. But research also shows that there are situations in which humans tend to avoid information acquisition (e.g. Golman, Hagmann, and Loewenstein, 2017; Grossman and Van Der Weele, 2017). For example, experiments in the field of decision analysis show that subjects tend to avoid risk (i.e. the probabilities of the outcomes of an event are known) and seek ambiguity (i.e. the probabilities of the outcomes of an event are unknown) when facing situations with probable losses (e.g. Abdellalou, 2019).

Applied to the case of privacy, even though transparency provides users with information which facilitates privacy decision-making, users may nevertheless ignore the available information. They may focus on the benefits of using an online service and avoid thinking about potential adverse consequences and related negative emotions such as regret (Hertwig and Engel, 2016). This reasoning relates to the growing body of empirical research which focuses on the behavioural perspective of privacy decision-making and investigates aspects such as biases, heuristics or affect in order to explain deviations from economically rational models of decision making and the disparity between stated privacy concerns and actual behaviour (e.g. Adjerid, Acquisti, and Loewenstein, 2018; Brandimarte, Acquisti, and Loewenstein, 2013). Following this line of research, this study proposes a design for a laboratory experiment in order to explore the link between transparency and user behaviour. Specifically, the following research questions are examined:

How do users decide when choosing between online CSPs with different levels of transparency about potential data losses? How does the probability of a data loss influence users’ preference for transparency?

The aim of this research in progress is to highlight existing research gaps and present an experimental design to investigate users’ preferences regarding transparency in the context of data loss. Thus, the present study follows calls by Dinev, McConnell, and H. J. Smith (2015), Goes (2013), and Lowry, Dinev, and Willison (2017) and contributes to a better understanding of human privacy behaviour by measuring actual behaviour instead of stated intentions and by exploring the intersection of behavioural economics and privacy decision-making. To answer the research questions, this study draws on the field of decision analysis and established theories on ambiguity attitudes, which have hitherto focused on money as the outcome variable. Therefore, this study additionally examines whether ambiguity attitudes with respect to data loss systematically differ from ambiguity attitudes with respect to money loss.

The remainder of this paper is structured as follows: in Chapter 2, research gaps for three different literature streams are identified and hypotheses are derived. In Chapter 3, a detailed description of the experimental setup and the implementation of the experiment is given. Chapter 4 concludes with an outlook on the calibration of the final experimental setup, including contributions, limitations and possible extensions.

2 Background

This study relates to research on (i) the role of uncertainty in the context of the privacy calculus, (ii) the effectiveness of transparency and (iii) decision making under uncertainty. In the following, an overview of these three literature streams is given and research gaps are highlighted.

2.1 Privacy calculus, risk and ambiguity

Users can benefit from the disclosure of personal data as it provides them with tangible (e.g. free access to (personalised) services, price discounts, recommendations) and intangible advantages (e.g. convenience, social interaction, entertainment) (Acquisti, Taylor, and Wagman, 2016; Marreiros et al., 2017). Disclosing personal data, however, also makes users vulnerable (Martin, Borah, and Palmatier, 2017) as it entails risks, especially when personal data is not stored and protected appropriately (Acquisti, Taylor, and Wagman, 2016). More specifically, data disclosure can result in unwanted consequences such as intrusive targeted advertising (e.g. Tucker, 2012), price discrimination (e.g. Acquisti and Varian, 2005), data sharing with third parties (e.g. Jentzsch, Sapi, and Suleymanova, 2013) or identity theft (e.g. P. A. Wang and Nyshadham, 2011). Users are said to rationally weigh these benefits and risks in a privacy calculus when deciding about data disclosure (Culnan and Armstrong, 1999; Culnan and Bies, 2003; Dinev and Hart, 2006; Laufer and Wolfe, 1977).

According to theory, perceived privacy risk is defined as “the expectation of losses associated with the disclosure of personal information” (H. Xu et al., 2011, p. 804) and is formed by a user’s evaluation of the (i) severity and (ii) probability of adverse consequences related to data disclosure (Peter and Tarpey Sr.,
In practice, users rarely know these two aspects precisely because of incomplete and asymmetric information (Akerlof, 1970), whereas CSPs typically know more about data collection, use and protection (Aleem, Cavusoglu, and Benbasat, 2017; N. K. Malhotra, S. S. Kim, and Agarwal, 2004; H. J. Smith, Milberg, and Burke, 1996). This makes it difficult for users to assess privacy risks (Acquisti and Grossklags, 2008). Thus, users rather find themselves in situations of ambiguity (i.e. the probabilities of the outcomes of an event are unknown) than risk (i.e. the probabilities of the outcomes of an event are known) without being given any additional information (Acquisti and Grossklags, 2012).

So far, Information Systems researchers have studied the impact of privacy risks on privacy concerns (e.g. H. Xu et al., 2011) and behavioural intentions such as the intention to disclose personal information (e.g. Adjerid, Peer, and Acquisti, 2018; Keith et al., 2013; Krasnova et al., 2010). However, there is surprisingly little research studying the link between privacy and ambiguity. An exception is Acquisti and Grossklags (2012) who discuss risk and ambiguity in the context of privacy decision-making and explore the influence of marketing offers with ambiguous privacy consequences on the valuation of different categories of personal data. In the context of cybersecurity and identity theft, P. A. Wang and Nyshadham (2011) compare users’ attitudes and intentions under different knowledge states (i.e. certainty, risk, ambiguity) and show that users may be willing to pay a premium to avoid ambiguity. Moreover, Fuchs et al. (2016) illustrate different types of ambiguity in the context of big data (i.e. data ambiguity, process ambiguity, outcome ambiguity) and show that the type of ambiguity may influence users’ intention to accept algorithmic recommendations.

The present study contributes to the scant research regarding privacy decision-making in the context of uncertainty. Specifically, it is explored whether users prefer situations of risk or ambiguity regarding privacy loss. It is assumed that transparency helps users reduce ambiguity and shift to a situation of risk.

2.2 Transparency

In principle, privacy policies are designed to reduce information asymmetries by informing users about the data handling practices of a particular CSP (Milne and Culnan, 2002). In practice, however, these are often difficult to understand and time consuming to read (Jensen and Potts, 2004; McDonald and Cranor, 2008; Tsai et al., 2011). As a result, even though users recognise that they can consult a CSP’s privacy policies, they hardly read them and still lack information to make informed decisions regarding data disclosure (Milne and Culnan, 2002; Tsai et al., 2011). Transparency features that give users a simplified overview over which (personal) data a CSP collects, stores and uses may facilitate the evaluation of privacy risks and reduce ambiguity (Awad and Krishnan, 2006; Karwatzki et al., 2017).

Information Systems researchers have investigated the effectiveness of transparency in specific application contexts such as recommender systems, e-commerce, targeted advertising and personalisation. For example, several studies show a positive effect of explaining the reasoning behind personalised recommendations on the confidence in recommendations (e.g. Sinha and Swearingen, 2002), acceptance of recommendations (e.g. Herlocker, Konstan, and Riedl, 2000), or trusting beliefs regarding recommendations (e.g. W. Wang and Benbasat, 2007; W. Wang, J. Xu, and M. Wang, 2018). In the context of e-commerce, transparency may induce users to purchase from retailers which better protect their privacy (Tsai et al., 2011). Regarding online advertising, transparency about the collection of (personal) data may lead to a positive effect of ad targeting and personalisation on ad effectiveness (Aguirre et al., 2015). Further research has identified factors which influence the effectiveness of transparency in the context of advertising, such as the type of information revealed and trust (T. Kim, Barasz, and John, 2019) as well as users’ opinion on targeting (Samat, Acquisti, and Babcock, 2017).

All of the aforementioned studies focus on the effect of transparency on users’ acceptance of a specific data use by a CSP. Fewer studies explore the effect of transparency on data disclosure behaviour: in the context of personalisation, a positive significant effect of transparency on the intention to disclose data has not been found (Karwatzki et al., 2017). This is explained by the dual effect of transparency: even though transparency features provide users with information necessary for privacy decision-making, they
may also trigger privacy concerns which dampen disclosure intentions (Karwatzki et al., 2017). Moreover, research shows that the effect of transparency is sensitive to framing and simple misdirections (Adjerid, Acquisti, Brandimarte, et al., 2013).

Common to all studies is that users are exogenously assigned to either a scenario with transparency or a scenario without transparency when asked to indicate attitudes and behavioural intentions. In contrast, this study explores whether users actually prefer transparency by implementing a decision situation involving an endogenous choice of transparency. Whereas previous research on transparency has largely relied on scenario-based surveys, this study devises a laboratory experiment based on research on decision making under uncertainty.

2.3 Decision making under uncertainty

In the field of decision analysis, decision making under uncertainty, i.e. risk and ambiguity, has been studied extensively, primarily with urn experiments. Originally, Ellsberg (1961) suggested that subjects tend to avoid ambiguity and prefer situations with risk (ambiguity aversion). A large number of studies have replicated this result, but, like Ellsberg, they have largely focused on uncertain gains and moderate likelihood events (Kocher, Lahno, and Trautmann, 2018; Li et al., 2018). More recent studies reveal more nuanced results: similar to risk attitudes (Tversky and Kahneman, 1992), ambiguity attitudes seem to depend on the domain of the outcome as well as the probability range and follow a fourfold pattern (Kocher, Lahno, and Trautmann, 2018; Trautmann and Van De Kuilen, 2015): in the gain domain, ambiguity aversion is prevailing for moderate to high probabilities and ambiguity seeking for low probabilities. In the loss domain, ambiguity aversion is prevailing for unlikely losses and ambiguity seeking for moderate to high probability losses. This reversal of attitudes is often explained by fear and hope effects (Viscusi and Chesson, 1999).

So far, most studies on ambiguity attitudes have used money as the outcome variable in contexts such as financial investments (e.g. Du and Budescu, 2005) or technology adoption (e.g. Barham et al., 2014). Despite the prominence of uncertainty in the context of privacy decision-making (see Chapter 2.1), ambiguity attitudes in the context of data (loss) are yet to be studied. Hence, the present study will use an Ellsberg-type experimental design in order to elicit ambiguity attitudes in the context of data loss. Based upon this, subjects’ preferences for transparency are derived. It is assumed that a transparent CSP gives users more information about data collection, use and protection. Thus, it is easier for users to estimate the probability of adverse consequences such as data breaches. That is, in a stylised setting, a transparent CSP corresponds to a situation of risk and a non-transparent CSP to a situation of ambiguity. As there is no empirical evidence or theory that would allow a prediction, it is assumed that ambiguity attitudes regarding data coincide with ambiguity attitudes regarding money. Therefore, the following hypotheses are derived from the findings on ambiguity attitudes with respect to money loss in different probability ranges (as explained above):

**Hypothesis 1:** If subjects choose between a transparent and a non-transparent online CSP,
(a) subjects prefer transparency (i.e. risk) if the probability of data loss is low (ambiguity aversion).
(b) subjects avoid transparency (i.e. risk) if the probability of data loss is high (ambiguity seeking).

Additionally, the present study will conduct a money-loss treatment. Replicating previous studies, this baseline allows to explicitly test whether ambiguity attitudes with respect to data loss systematically differ from ambiguity attitudes with respect to money loss. In line with the reasoning above and Hypothesis 1, the following hypothesis is proposed:

**Hypothesis 2:** There is no systematic difference between ambiguity attitudes with respect to money loss and ambiguity attitudes with respect to data loss.
3 Methodology

In the following, the study’s experimental design to elicit ambiguity attitudes in the context of data loss and money loss is presented (based on Kocher, Lahno, and Trautmann, 2018). As explained above, ambiguity aversion is expected in the low probability treatments and ambiguity seeking in the moderate probability treatments.

3.1 Experimental design

The experiment implements a full-factorial 2 (data vs. money) x 2 (low vs. moderate probability to lose) between-subject design in order to obtain independent observations for each treatment cell (see Table 1). Participants will be recruited from the subject pool of the University of Passau using ORSEE (Greiner, 2015) and the experiment is programmed using the experimental software oTree (Chen, Schonger, and Wickens, 2016).

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Data (D)</th>
<th>Money (M)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(L) Low probability</td>
<td>DL</td>
<td>ML</td>
</tr>
<tr>
<td>(M) Moderate probability</td>
<td>DM</td>
<td>MM</td>
</tr>
</tbody>
</table>

Table 1. Experimental treatments.

To ensure experimental control and internal validity, subjects have to be incentivised appropriately (V. L. Smith, 1976). Thus, each participant receives a show-up fee of 5 EUR and an endowment of $K EUR after successfully completing a real effort task (see Charness, Gneezy, and Henderson, 2018, for an overview). The endowment is identical for all participants in all treatments. In the data treatment, it serves as an incentive for participants to stay in the experiment and to enter their personal data. In the money treatment, the endowment protects participants from negative earnings in the experiment. In all treatments, participants may exit the experiment at any time and forego their endowment.

3.2 Data loss under uncertainty (data treatment)

After informing participants about potential data disclosure and signing consent forms, personal data about the participants is collected, which is later put under threat of disclosure in the laboratory. Next, participants face nine decision tasks in which they choose between an ambiguous and a risky bag for different known probabilities $p_i$ in the risk scenario. Ambiguity attitudes are then determined by comparing probability equivalents $p_{eq}$ to the ambiguity-neutral probability $p_n$. After the decision tasks, participants have to fill out a questionnaire and the experimental outcome is implemented (as explained below).

Collection of personal data: In principle, different types of data could be collected in the laboratory. Demographic data such as age, education, martial status and annual income represent one possibility (e.g. Marreiros et al., 2017). However, participants may not consider this information as overly sensitive for disclosure. Moreover, some studies use quizzes or intelligence tests (e.g. Feri, Giannetti, and Jentzsch, 2016; Grossklags and Acquisti, 2007) but this could divide participants into good and bad types and influence user behaviour heterogeneously (Frik and Gaudeul, 2018). Another possibility are questions on the engagement in ethically questionable behaviour such as drug use, lying, pornography or rape (e.g. Acquisti, John, and Loewenstein, 2012; John, Acquisti, and Loewenstein, 2011). However, participants may not tell the truth due to conformity bias and the disclosure of this data could be misused to damage participants (Frik and Gaudeul, 2018). Finally, opinions on statements regarding controversial and socially relevant topics such as vaccination, abortion and euthanasia could be elicited (Frik and Gaudeul, 2018). This would overcome the aforementioned disadvantages as a majority opinion regarding these topics often
does not exist in society. To test this assumption, the sensitivity and monetary valuation of different data types are measured in a pre-study in order to decide which type of data will be collected and to determine the amount $K$ EUR of the initial endowment in both the data and money treatment.

**Decision tasks:** Participants choose from which of the two bags a coloured chip is randomly drawn (see Figure 1(a)). Both bags are opaque and contain 100 chips of $j$ different colours. At the beginning of the experiment, participants choose their personal decision colour which ultimately defines the losing event. This is to avoid that the participants suspect the experimenters to trick them (Pulford, 2009). If a chip of the personal decision colour is later drawn from the selected bag, the participant has to disclose her personal data in front of the other participants. Each participant makes nine binary choices for different probabilities $p_i$ in the risky bag and chooses her preferred bag in the middle column for each row $i$ (see Figure 1(b) for a mock-up of the screen shown to participants).

The composition of colours is known in the risky bag: the bag contains $p_i \times 100$ chips of the personal decision colour and $(1 - p_i) \times 100$ chips of the other colour(s) (either one or nine other colours, depending on the respective treatment). In contrast, the composition of colours is unknown in the ambiguous bag which has been prepared in advance by an outside party such as a student assistant. Moreover, it is announced that participants can inspect the bags after the experiment. In the low probability treatment, the ambiguous bag contains at most ten colours ($j = 10$) and in the moderate probability treatment, the ambiguous bag contains at most two colours ($j = 2$). In each treatment, there is one losing colour, i.e. the personal decision colour chosen at the beginning of the experiment. This is equivalent to an ambiguity-neutral probability $p_n = \frac{1}{j} = 0.1$ in the low probability treatment L and $p_n = \frac{1}{j} = 0.5$ in the moderate probability treatment M.

**Determination of ambiguity attitudes:** Following Kocher, Lahno, and Trautmann (2018), the known probability $p_i$ increases across the rows $i$. Thus, the risky bag becomes less attractive when going down the choice list. Consequently, there should be a probability at which the participant is indifferent between the two bags and eventually switches from the risky to the ambiguous bag. This probability determines the probability equivalent $p_{eq}$ which is compared to the ambiguity-neutral probability $p_n$ in order to elicit participants’ ambiguity attitudes (see e.g. Dimmock, Kouwenberg, and Wakker, 2016).

Subjects are assumed to assign a subjective probability to the event that their personal decision colour is drawn from the ambiguous bag. As shown by Chew and Sagi (2008), an ambiguity-neutral decision maker would assign probability $p_n = \frac{1}{j}$ to the event that her personal decision colour is drawn from
the ambiguous bag and consequently, would switch from risk to ambiguity at this probability, such that \( p_{eq} = p_n \). However, if the probability equivalent \( p_{eq} \) is larger than the ambiguity-neutral probability \( p_n \), a participant is classified as ambiguity averse. In contrast, if \( p_{eq} \) is smaller than \( p_n \), a participant is classified as ambiguity seeking. For example, in the moderate probability scenario \( (j = 2) \), the ambiguity-neutral probability would be \( p_n = 0.5 \) (one losing colour and two colours in total). If a participant switches from risk to ambiguity at a probability \( p_i < 0.5 \), she is classified as ambiguity seeking. In contrast, if she switches at a probability \( p_i > 0.5 \), she is classified as ambiguity averse. The choice lists are designed so that \( p_n \) is in the middle of the table in order to reduce design-driven biases in the measurement of \( p_{eq} \) (see Kocher, Lahno, and Trautmann, 2018).

**Questionnaire:** After the decision task, the participants have to fill out a questionnaire with questions on demographics, the experimental procedure and privacy attitudes. By measuring constructs such as Internet privacy concerns (Dinev and Hart, 2006), disposition to value privacy (Karwatzki et al., 2017), privacy awareness, previous privacy experience and perceived privacy risk (H. Xu et al., 2011), it is possible to compare stated attitudes and intentions with actual behaviour.

**Outcome:** At the end of each session, one participant and one of the nine decision tasks are randomly selected for implementation. If the chip drawn from the chosen bag is of the selected participant’s personal decision colour, the outcome is a data loss and the participant has to stand in front of the other participants. Her name, photo and the collected personal data are then displayed on the screens (see Frik and Gaudeul, 2018).

### 3.3 Money loss under uncertainty (money treatment)

In the money treatment, the same personal data is collected in order to make sure that stated opinions do not vary systematically between both treatments. Next, participants face the same nine decision tasks as in the data-loss treatment. The only difference is that the outcome triggered by the personal decision colour is not a disclosure of data but a loss of the endowment of \( K \) EUR. Ambiguity attitudes are then determined in the same way as in the data treatment and participants have to fill out the same questionnaires.

### 4 Contributions, limitations and outlook

In conclusion, this study is the first to elicit ambiguity attitudes regarding personal data and to compare them to ambiguity attitudes regarding money. Thereby, it contributes to the scant research studying the link between privacy decision-making, risk and ambiguity. Simultaneously, this study explores endogenous transparency choices in order to inform CSPs and policy makers about the desirability of transparency in different uncertainty settings.

To achieve internal validity by the means of a controlled environment, laboratory experiments must rely on a stylised representation of reality. Of course, this limits external validity and thus, generalisability. In order to test the robustness of the findings, it is planned to extend this study to the field with data from an online service. Moreover, treatments with differing disclosure contexts (Samat and Acquisti, 2017) and interdependent privacy decisions (Pu and Grossklags, 2017) will be added. The next steps include conducting the pre-study on data valuation and running pilot sessions to validate the treatment design.
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