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Abstract 

The anonymized peer review process, fundamental to maintaining the quality of scientific publications, 

has been both praised and criticized. Concerns over various biases, including those related to authors' 

affiliations, gender, and groundbreaking ideas, have led to calls for critical reflection. In addition, 

scientific output and hence the number of necessary reviews has increased tremendously. In that con-

text, machine learning models, and large language models such as ChatGPT more specifically, have 

been explored as potential solutions to enhance the reviewing process. Yet, AI can be biased itself. 

Thus, a systematic approach to designing AI systems that mitigate bias in peer review is lacking. Our 

study hence aims to address this gap by formulating design principles for (gen)AI-augmented review 

systems. Utilizing an echeloned design science research (DSR) methodology, the project seeks to de-

velop new design knowledge and create a prototype system incorporating these principles.  

Keywords: Generative AI, Artificial Intelligence, Scientific Review, Bias 
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1 Introduction 

To determine the quality of a scientific manuscript and whether it is good enough for publication, the 

process of anonymized peer review has become established across domains. While this review process 

has advantages such as anonymity, helping to maintain a standard of quality and providing feedback to 

authors, it is both poorly understood (Tennant and Ross-Hellauer, 2020) and has faced criticism. We-

ber (2024) gathers examples of criticism expressed over the last 20 years, containing concerns about 

reviewers’ competence (Resnik et al., 2008), low interrater agreement (Jackson et al., 2011; Lee, 

2012), the true confidentiality of a submission (Fire and Guestrin, 2019; Johnson et al., 2018), review-

ers failing to provide timely constructive and high quality reviews (Huisman and Smits, 2017; Smith, 

2006), and so forth. Two particularly pressing issues resulting from this discussion are a growing 

number of publications demanding timely reviews and biases in peer review, each of which poses 

challenges to the reviewing process. 

On the one hand, the timely pressure to provide a high quality and contributing review becomes more 

and more challenging with an increasing number of submissions (Bornmann, et al., 2021; Sun et al. 

2021). Publons (2018) reports a 6.1% annual increase in submissions since 2013. Van Noorden (2014) 

reports an annual increase of 8-9% in publications in 2014, and UNESCO (2021) claims that scientific 

output in 2019 was 21% higher than in 2015. With increasing submission numbers, it becomes more 

and more difficult for editors to manage their reviews and, for both editors and reviewers, to keep up 

with the submission rate (Ghosal et al., 2018). The quality of reviews could suffer due to the time 

pressure on editors and reviewers. This, in turn, could lead to reviewers providing feedback that is less 

understandable or appropriate for authors and, as a result, not improving the quality of the manuscript. 

Reviewers may fail to identify errors, possibly leading to the publication of mistaken results. This is 

particularly problematic given the high increase in retraction rates (van Noorden, 2023). 

On the other hand, it has long been recognized that peer review can suffer from various forms of bias-

es, undermining its function of quality control even in the absence of timely pressures. Biases may 

originate in a differential treatment of authors depending, for instance, on their affiliation, gender, na-

tionality or language (Lee et al., 2013). For example, in a classic study by Peters and Ceci (1982), 

when previously published articles by authors from prestigious institutions were resubmitted under 

fictitious names and less prestigious affiliations, the majority ended up rejected. What is more, peer 

review may suffer from a bias against groundbreaking ideas, rooted in reviewers' conservatism (Bra-

ben, 2004; Katzav and Vaesen, 2017, Stanford, 2019, while findings in Teplitskiy et al, 2022, do not 

support this bias), the publication bias – a tendency to publish studies showing positive rather than 

negative findings (Fanelli, 2010; Marks-Anglin and Chen, 2020), a bias in reviewer selection that 

equips a small group of reviewers with gatekeeping powers overs a significant part of submissions 

(Qin et al, 2014), or biases originating in editors' undisclosed conflicts of interest (Dal-Ré et al. 2019; 

Teixeira da Silva and Dobránszki 2015). These concerns have led to calls for the traditional system of 

anonymized peer review to be altered (Matt et al, 2017), or even entirely abandoned (Heesen and 

Bright, 2021). 

To address these problems, recent scholarship has turned to machine learning models as a potential 

solution. As artificial intelligence (AI) is rapidly improving, the academic community has identified 

opportunities for an AI-augmented reviewing process for different stakeholders such as authors (to 

receive feedback before submission), reviewers and editors (Bao et al., 2021; Checco et al., 2021; Dro-

ri and Te'eni, 2024; Liu and Sha, 2023). With the emergence of ChatGPT, the previous focus of classi-

fication models used for supporting review processes has shifted to testing the limits and experiment-

ing with large language models (LLM). Additional technical improvements to enhance the perfor-

mance of LLMs, such as retrieval augmented generation (RAG), are helping to drive new approaches. 

To support the review process, machine learning has been used for various subtasks such as format 

checking, plagiarism detection, language quality, scope and relevance, to name a few (Kankanhalli, 

2024). While initial proposals for such models have been made (e.g. Ghosal et al., 2018; Li, 2022), we 

lack a systematic approach to their design, aimed at impartial reviewing processes, which minimise the 
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intrusion of biases. Developing design principles is essential in order to evaluate whether and how 

peer review can be augmented with AI technologies in a socially and epistemically responsible way. 

We aim to address this research gap by addressing the following research question:  

What are design principles to mitigate the risk of bias in (gen)AI-based systems used to 

augment scientific review processes?  

This short paper is organised as follows. We first present the research background, focusing on AI in 

review processes and bias in AI (Section 2). We then elaborate on the applied methodology, in our 

case the echeloned Design Science Research (DSR) approach (Section 3). After showing preliminary 

results (Section 4), the paper ends with a discussion and conclusion (Section 5). 

2 Research Background 

2.1 AI in review processes 

Recent advancements in AI have highlighted its potential to support various aspects of scientific re-

search. Razack et al. (2021) identify a wide variety of AI-based systems, which they group into the 

following six categories according to their areas of application within the research process: Literature 

search and systematic review, writing and editing, references/citation, review and workflow, plagia-

rism detection, and journal selection. With regard to the review process, there is a trend towards the 

development of AI-based systems that are specifically designed to assist subtasks in the preparation of 

a review. Examples of AI-based systems for such subtasks are spelling and grammar checks, which 

can be performed with AIRA (Frontiers, 2020), assisting with editorial processes (Mrowinski et al, 

2017), a format check that inspects whether the manuscript meets the journal's requirements, based on 

Penelope.ai (Kankanhalli, 2024), and the review of statistical tests, such as StatCheck (Nuijten and 

Polanin, 2020) and StatReview (Shanahan, 2016).  

Moreover, Kankanhalli (2024) identifies additional subtasks, including plagiarism detection, manu-

script-reviewer matching, scope/relevance, novelty, significance, writing and integrating reviews, and 

reproducibility check, many of which are based on LLMs. Looking more closely at the subtasks in 

terms of their previously mentioned solution approaches, a connection between the different complexi-

ty of the tasks and the corresponding solutions becomes apparent. Kankanhalli (2014) also divides the 

tasks into pre-peer review screening and peer review tasks. Pre-peer review tasks have characteristics 

of tasks that are easier to structure, such as format checks, plagiarism detection and language quality 

checks (Kankanhalli, 2024). These tasks can usually be solved by recognising and comparing patterns. 

Looking at the tasks at the peer review stage, it is clear that the focus is more on content-related fac-

tors, i.e. drawing conclusions, making connections, assessing originality and impact. Crossley et al. 

(2023) write that the peer review tasks mentioned are more concerned with cohesion and logic. While 

Susarla et al. (2023) write that analyses of scope and relevance still require human intervention and 

control and thus offer only limited potential for automation, Drori and Te'eni (2024) already report 

promising results in the creation of reviews and their content with ChatGPT and, to a large extent, 

agreement with humans in the acceptance and rejection decision. Nevertheless, LLMs should be used 

with caution due to possible biases and potential hallucinations of facts (Agrawal et al, 2023; Ji et al, 

2023; Shmueli and Soumya, 2024; Susarla et al, 2023). As the development of LLMs such as 

ChatGPT or Llama has only recently reached a level of maturity, their use in the peer review process 

needs to be further explored, and ways to mitigate any potential risks are needed. 

2.2 Bias in artificial intelligence 

In the context of machine learning, biases can occur at different stages. While most of the 

literature on biases in ML focuses on data generation and preprocessing, Suresh and Guttag 

(2021) identify seven categories of biases at different stages of the ML pipeline. These types 

of biases can be divided into biases from the data generation process, which are historical 
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bias, representation bias, and measurement bias, and biases that occur during model building 

and implementation, which are aggregation bias, learning bias, evaluation bias, and 

deployment bias (Suresh and Guttag, 2021). The effects of bias depend heavily on the context 

of the application, the decision-making power of the system and its degree of automation, as 

well as the available data. For example, an application can refuse to grant credit to people on 

the basis of discrimination (Raghavan et al., 2020; De-Artega et al., 2019), but can also 

overlook potentially carcinogenic skin lesions (Narla et al., 2018). 

Due to the high susceptibility to biases within the ML pipeline and the possible severe 

consequences, several approaches have already been developed to minimise biases within the 

ML system. Bias minimisation approaches include specific feature selection (Grgić-Hlača et 

al., 2018), data preprocessing (Feldman et al., 2015; Calmon et al., 2017; Kamiran and 

Calders, 2012), model tuning (Kamishima et al., 2012, Zhang et al., 2018), and 

postprocessing (Kim et al., 2019; Hardt et al., 2016; Kamiran et al., 2018). In Natural 

Language Processing (NLP) systems, biases are often caused by word associations that are 

naturally anchored by humans in the training data (Caliskan et al., 2017; Garg et al., 2018). 

For example, gender bias can be caused by word embeddings that represent stereotypically 

charged word associations, such as the association of women and men with social and 

technical professions (Caliskan et al., 2017). Solutions have also been developed to minimise 

biases in NLP systems. Bolukbasi et al. (2016) developed a post-processing approach and 

Zhao et al. (2018) an approach that influences the training process. As noted earlier, NLP 

systems like ChatGPT are still maturing, so more research is needed to understand and 

prevent bias in various contexts and interpretations. 

3 Methodology 

For our research project, we apply the echeloned DSR (eDSR) method (Tuunanen et al., 2024) to es-

tablish design principles for (gen)AI systems used in peer review processes to mitigate affiliation bias, 

gender bias, language bias, and bias against novelty. eDSR is based on the proposed DSR methodolo-

gy by Peffers et al. (2007), suggesting six individual phases within a DSR project: 1) identifying the 

problem and motivation; 2) defining the objectives; 3) designing; 4) demonstrating; 5) evaluating; and 

6) communication. Tuunanen et al. (2024) extend the approach of Peffers et al. (2007) to include the 

possibility of focusing on several sub-systems (echelons), which are interdependent on each other in 

individual phases. With their reciprocal characteristics, echelons cumulate independent endeavors, 

contributing to the superordinate system (Tuunanen et al., 2024). Using echelons allows researchers to 

derive design knowledge about a broader set of goals, properties and features while focusing more 

specifically on their contributions to the primary system. Accordingly, a design process can gain 

breadth and depth in designing the artefact and deriving design knowledge. The use of echelons in the 

DSR project is intended to help researchers cope with the high complexity of socio-technical system 

design (Tuunanen et al., 2024).  

Developing a generative AI-based system to complement the scientific peer review process and sup-

port multiple stakeholders is highly complex due to the multifaceted nature of the project. According-

ly, the eDSR approach allows us to address all the requirements and objectives of this project rather 

than focusing on a single perspective that would risk ignoring important relationships between levels.  

In the following paragraph, we describe our activities for each of the design phases, as summarized in 

Figure 1 below. Since this is a research-in-progress paper, we only describe our specific activities up 

to the derivation of the first set of design requirements (see section 4). For the remaining phases, we 

will present our planned activities to describe how we intend to fulfil our objectives.  
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Figure 1.  eDSR Methodology approach. 

In the first step, problem analysis, a literature review was conducted to define the problem space and 

the current state of the art for our project. The focus was on previous technical implementations and 

the identification of problems from practice (relevance cycle) as well as on theories (rigour cycle) that 

can provide the basis for extracting design knowledge in the project context. The project is currently 

still in the first echelon instance (objective requirements definition) within the second design echelon 

type. Meta-requirements were derived from the identified challenges in literature to support and in-

form the further design process and can therefore be seen as input knowledge (Meth et al., 2015). To 

add to the derived meta-requirements we plan to conduct expert interviews with stakeholders from the 

peer-review process. From these interviews, we want to extract more user-specific and practical re-

quirements, which will be developed into design requirements. Based on the total set of requirements, 

we then derive design principles. These principles will guide the design process of the actual artefact. 

Once the first prototype is developed, it will be demonstrated to the aforementioned stakeholder 

groups and evaluated to measure the effectiveness of the instantiation. 

After the first design cycle, we are planning a second cycle by focussing on aspects and potentials that 

were identified during the first evaluation. We then conduct a second cycle, focusing on issues and 

opportunities identified during the first evaluation. Experience has shown that new objectives and re-

quirements can be defined here, which form a further echelon instance. The extensions of the second 

cycle can be interface design and feature-based. After defining the newly derived objectives, we turn 

our attention, as in the previous cycle, to the design, demonstration and evaluation phases. As a result, 

a further cycle is possible, which starts with a redesign phase. The plan is to use the first evaluation to 

identify major deficits in the system and to rectify these in the second cycle. The design will then be 

optimised in smaller steps in a funnel-like manner. For this reason, the existing artefact will only be 

changed superficially in the redesigning phase, and no further target-changing features will be added. 

After the artefact has been redesigned and instantiated one last time, it will be evaluated. The results of 

the last evaluation are used to draw lessons for the requirements and design principles that were ag-

gregated from the various phases. The design principles are then finalised and evaluated with domain 

experts. 
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4 Preliminary Results 

There is already a knowledge base about the peer review process and the impact that AI could have on 

it. However, to our knowledge, there is still no explicit design knowledge for AI-augmentation in that 

regard. Therefore, in this section, we have summarised preliminary identified challenges and the re-

sulting design requirements identified in the literature. We expect further challenges and design re-

quirements to be identified. Figure 2 details all of our challenges and how they are mapped to the cor-

responding design requirements. The following passages give further insight into the origin of the de-

sign knowledge elicited.  
 

 

Figure 2.  Initially identified challenges and requirements for (gen)AI in peer-review 

processes. 
 

A key issue in the use of AI-based systems is that of control and accountability (Shneiderman, 2020). 

This issue also arises in the context of the peer review process, and the question of the allocation of 

responsibilities and accountability (C1) (Drori and Te'eni, 2024; Inam et al., 2024; Weber, 2024). The 

possibility of interacting with generative AI also raises questions of integrity and data protection. The 

input of data into generative AI raises fears of loss of intellectual property (C2) in a scientific context 

(Kankanhalli, 2024; Shmueli and Soumya, 2024). The two problems mentioned above (C1, C2) can be 

summarised as a first requirement (DR1) for the system. The focus here is on maintaining control over 

the generated output (submission, review) and clearly assigning responsibility for it. Another chal-

lenge in working with AI is the traceability of the results generated by the AI (Hutson, 2018; Korteling 

et al., 2021, p. 7; Meske et al., 2022; Wang et al., 2022).  

If the underlying reasons for an AI decision are unclear to the stakeholders, trust in the system can be 

damaged (Hattke et al, 2018). Moreover, the added value of a detailed evaluation with AI is missing 

because the decision cannot be understood, risking a loss of control (C3) (Thelwall et al., 2020; Duine, 

2023; Drori and Te'eni, 2024; Garcia, 2024; Kankanhalli, 2024). In order to understand AI, you also 

need to be able to retrace and reproduce results. Additional difficulties arise here, especially when us-

ing generative AI, as it can often deliver different results with the same input (C4) (Hutson, 2018; 

Weber, 2024). Based on these problems, the requirements for traceability and comprehensible presen-

tation of decisions and outputs can be defined (DR2). 

Several issues have been identified in relation to the tasks and requirements to be considered as part of 

the peer review process. The number of stakeholders in the peer review process and the asynchronous 

interaction between the individual stakeholders often impair the comprehensibility and information 

content of the communication between them (C5) (Shmueli and Soumya, 2024). Moreover, complex 
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and different review processes across disciplines and journals make the organisation of the review 

process more difficult for everyone involved in the process (C6) (Thelwall et al., 2020; Huh, 2023; 

Kankanhalli, 2024; Shmueli and Soumya, 2024). In addition to organisational problems, it is becom-

ing increasingly difficult for reviewers and editors to provide accurate and understandable feedback 

due to the different requirements of journals (C7) (Kankanhalli, 2024; Shmueli and Soumya, 2024). 

Taken together, issues C5-C7 require support for communication and organisation within the peer re-

view process, as well as support for meeting journal-specific requirements (DR3). 
 

5 Discussion and Conclusion 

Introducing AI into peer review practices offers a promising way of improving the reviewing process 

by addressing the timely pressure on reviewers in light of the increasing number of publications, con-

trolling for biases introduced by human reviewers and lowering the risk of retractions of published 

articles. At the same time, without a thorough development of design principles to guide this process, 

we risk introducing new problems into the reviewing process, including inaccurate or opaque feedback 

and novel forms of biases (Sullivan 2022). This paper provides the initial step towards this goal. Going 

forward, it would be valuable to develop design principles for including (gen)AI tools that can aug-

ment the assessment of the human-based reviews and their quality. For instance, developing (gen)AI 

tools to inform editors whether reviews fail to offer constructive feedback, whether they may suffer 

from bias against novelty or whether they include patronizing or insulting remarks, can help the edi-

tors to make timely decisions, such as inviting additional reviewers. Moreover, developing tools that 

can flag reviews of potentially low quality can help to prevent a high number of retractions. 

Another issue that deserves more research is the role of biases in peer review. While biases are gener-

ally considered as undesired within reviewing processes, the issue may be more complicated. For in-

stance, it has been argued that opting for biased reviewers may be a strategy employed by editors to 

extract more information from the reviewing process (García et al, 2015). Similarly, the lack of inter-

rater agreement may be a consequence of applying community standards in different but rational ways 

(Lee, 2012). Such challenges should be considered when devising design principles for (gen)AI-

augmented reviewing. 

Finally, the significance of this work goes beyond the development of responsible (gen)AI reviewing 

assistants. Another research avenue that can benefit from these insights is the study of peer-review as a 

complex socio-epistemic phenomenon. The practice of peer reviewing renders science as a self-

regulating socio-epistemic system. The role of peer reviewing in this social and dynamic setting has 

been studied by means of agent-based simulation models (see Feliciani et al, 2019, for an overview). 

These models study the effects of evaluation and confirmation biases (Squazzoni and Gandelli, 2012a; 

Garcia et al., 2015, 2016a, 2016b), reciprocity between reviewers and authors and related incentive 

structures (Squazzoni and Gandelli, 2012b, 2013; Bianchi et al, 2018; Radzvilas et al, 2023; Righi and 

Takacs, 2017) or editorial strategies (Wang et al, 2016). Some models compare different variants of 

peer review (Grimaldo et al, 2018; Zhu et al, 2016; Radzvilas et al, 2023; Kovanis et al, 2017). By 

understanding risks and benefits of introducing AI into peer-review, we can examine its impact on 

various aspects of the process: from risks that would result from having AI-automated (in contrast to 

AI-augmented) reviewing process, to potential benefits of using AI tools as a mitigating factor against 

the self-serving attributional bias (García, 2016b). 
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