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Abstract

Forecasts of monthly demographic data are a dritipait in the computation of infra-annual estinsatd
resident population since they determine, togethtr international net migration, the dynamics ottp

the population size and its age distribution. Timpieical time series of demographic data exhikitsrg
evidence of the presence of seasonality patterhsthtnational and subnational levels. In this pape
evaluate the short-term forecasting performancaltefnative linear and non-linear time series mgsho
(seasonal ARIMA, Holt-Winters and State Space mg)dl birth and death monthly forecasting at the
sub-national level. Additionally, we investigatevhavell the models perform in terms of predicting th
uncertainty of future monthly birth and death cautwe use the series of monthly birth and death dat
from 2000 to 2018 disaggregated by sex for the @fuguese NUTS3 regions to compare the model's
short-term (one-year) forecasting accuracy usibgcktesting time series cross-validation approach.

Keywords: Time series methods; seasonality; population st ARIMA; Backtesting.

1 INTRODUCTION

Population forecasts are widely used for analytipinning and policy purposes (e.g., educatioajthe
housing, pensions, security, spatial planning,spantation, public infrastructure and social polatgnning)

at national, regional and local levels (Smith, Tapm& Swanson, 2001; Bravo, 2016, Bravo et al.,8201
Ayuso, Bravo & Holzmann, 2019). Concerns about gbesible long-term effects of ageing or about the
likely impact on population structure of signifitaimternal and international migration flows haveeh
increasingly attracting more attention to the aacyrof population projections. Forecasts of montiitths
and deaths are a critical input in the computatibmonthly estimates of resident population (MERP)e
together with international net migration, theyeatatine, the dynamics of both the population sizé it
age distribution. Statistical Offices and researshgpically produce MERP using the cohort-compdnen
method, a standard demographic tool that requiredilile assessments about the future behaviougesf a
specific fertility rates, sex and age-specific rabty rates and international and sub-national atigns,
together with detailed information about a baser yeapulation. To perform this exercise, for each
subpopulation and gender it is necessary to (Setitl., 2001; Bravo, 2007; Bravo et al., 2010):0f}ain
monthly forecasts of the total number of births atehths, (i) estimate age-specific mortality rates
considering period/cohort life tables derived fretochastic mortality models, eventually consideriog
heterogeneity in longevity (Ayuso, Bravo & Holzmar2®17a,b), (iii) estimate the level and age pattgr
net international migration, and (iv) consider antwer of assumptions such as the distribution of age

specific fertility rates or the sex ratio a birth.
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Birth and death forecasts can be produced usingngrathers, statistical time series methods (ui@t@ior
multivariate), structural models (e.g., vector aegwessive models) or machine learning methods, (e.g
Artificial Neural Network (ANN), Support Vector Maittes (SVM)). To generate reliable estimates, these
methods must be consistent with the annual and-arinual observed patterns in birth and mortalstiad
offer forecast accuracy and provide measures feruthcertainty in population forecasts. Empiricahdi
series data for births and deaths exhibits strondeace of the presence of seasonality patterrzotht
national and subnational (NUTS 2, 3) levels. Thase series are typically non-stationary time seaed
contain trend and seasonal variations. For vit&nes computed for small populations on monthly time
intervals, the need to uncover complex structuféeroporal interdependence in time series datatisally

challenged in the presence of seasonal variability.

In recent decades a substantial amount of resémsliocused on the development and applicationmaf t
series models in population forecasts, focusindpeeiton total population growth or on individual
components of growth (see, e.g., Saboia 1974; 199€,11992; Alho and Spencer 1985; Ahlburg 1992;
Pflaumer 1992, Lee and Tuljapurkar 1994; McNown Rogers 1989; Keilman, Pham & Hetland, 2002;
Tayman, Smith, and Lin 2007; Alho, Bravo and Paln2&12; Abel et al. 2013; Bravo and Freitas, 2018).
The main focus of these studies is largely on dleatification and measurement of uncertainty inybaton
forecasts, with little interest in the assessmenthe models forecasting accuracy or the out-ofglam
validity of the prediction intervals. Much of thesearch concerning the evaluation of time seriesdetsdor
birth and death forecasting has been focused orataie time series ARIMA models at the nationakle
with little research on the predictive accuracytafse models at the sub-national level, particplarsmall
population areas (see, e.g., Land and Cantor, 18@8yer still have explored the use of the Holt-i&fig
exponential smoothing and State Space time ser@dels in small population exercises. Additionally,
despite the increasing interest in short-term et variability in mortality and fertility pattes, accessing
up-to-date statistics is sometimes difficult simteailed information on birth and deaths countsraaele
available to researchers with a relative time kdgo, researchers often need information on thegreand

near future, when data on birth and deaths countlsl ©nly be predicted.

In this paper, we address this gap and invest@adecompare the predictive power of alternativedimand
non-linear time series methods (seasonal ARIMA tfdhters and State Space models) to birth andhdeat
monthly forecasting at the sub-national level usipgto-date demographic data. Using a series oftimhon
birth and death data from 2000 to 2018 disaggrelghyesex for the 25 Portuguese NUTS3 regions, we
compare the short-term (one year) forecasting acguof Seasonal ARIMA, Seasonal Holt-Winters and
Seasonal State Space time series models. We adbagkeesting time series cross-validation approieh,

we consider a multi-step forecasting approach watestimation in which the training data or basgoge
(the interval between the month of the earliest thdlatest demographic data used to make a fdjasas

extended before re-selecting and re-estimatingribael at each iteration and computing forecasts.

19.2 Conferéncia da Associagéo Portuguesa de SistdmInformacdo (CAPSI'2019) 2



Bravo & Coelho / Forecasting Demographic Data usBgasonal Time Series Methods

The main contributions of this paper are the foltayv First, we summarise and analyse the out-ofpéam
error performance of commonly used Seasonal ARINMedasting models together with alternative
methods (Seasonal Holt-Winters and Seasonal StpsEeSmodels), using a rich and large set of
subpopulations and two different demographic evemts different dynamics over time. Second, we
evaluate the out-of-sample performance of the ptiedi intervals produced by these models. Third, we
assess the consistency of the predictive perforemah¢hese methods in populations of different sind
nature. Fourth, we evaluate the existence of sagmt differences in the model's forecasting acoura
between subpopulations of different sex. Fifth, mweestigate how well the models perform in terms of
predicting the uncertainty of future monthly birimd death counts. To evaluate forecast accuracy, we
compare the resulting forecasts with observed alatiimeasure forecast errors using different pedona
criteria (e.g., RMSE, MAPE, MAD). To assess for@aascertainty, we compute the proportion of times
observed values fall outside 95% confidence inten@mputed for the mean. The selection of the
appropriate forecasting method depends on sevartirs, including the past behaviour pattern oftime
series, previous knowledge about the nature optteomenon being studied, the availability of stital
data and the predictive capacity of the model. @sults show that these simulations provide vakiabl
insights regarding the forecasting performance ltdrimative time series models in small population
forecasting exercises and on the validity of ustwgh models as predictors of population forecast
uncertainty and, thus, have significant practiogblications. The remaining part of the paper isaoiged as
follows. Section 2 describes the seasonal timeesamiethods used in this paper. Section 3 detadls th
research methods used to produce forecasts armsbasselel performance and the data features. Settion

presents and discusses the results. Section Suciascthis research.

2 MODELLING TREND AND SEASONAL TIME SERIES

Modelling the trend and seasonal components of desphic time series is a challenging endeavour.
Following earlier work on decomposing a seasomaktseries, Holt (1957) extended simple exponential
smoothing methods to linear exponential smoothimgaltow forecasting of data with time trends. The
method was later extended by Winters (1960) to wapseasonality. Box and Jenkins (1970, 1976)
developed a coherent and flexible three-stagetiveraycle for time series identification, estimatiand
verification (commonly known as the Box-Jenkins apgh) and popularised the use of autoregressive
integrated moving average (ARIMA) models and itseagions (including some to handle seasonality in
time series) in many areas of science. Ord etl@97), Hyndman et al. (2002) developed a clasgaté s
space models which incorporate some of the exp@iantoothing methods. The ability of these methiods
model complex structures of temporal interdepeneeoisserved in the data has been tested, but their
capability for modelling demographic seasonal tisexies has not yet been fully and systematically
investigated. In this section, we briefly revieve tforecasting methods used in this study for faticg

demographic time series showing seasonality.
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2.1.Seasonal ARIMA Model

The seasonal ARIMA model is an extension to thessital ARIMA model that supports the direct
modelling of both the trend and seasonal compon&héstime series and it is widely used for fordices
The model includes new parameters to specify theregression (AR), differencing (I) and moving age
(MA) for the seasonal component of the series, ab &s an additional parameter for the period &f th
seasonality (Hyndman and Athanasopoulos, 2013) niddel's mathematical and statistical propertikEsial

us to derive not only point forecasts but also philistic confidence intervals (Box and Jenkins @97

In this paper, we combine the seasonal and nomsabsomponents into a multiplicative seasonal

autoregressive moving average model, or SARIMA rhagieen by
®p(B)P(BYVPVx = 6 + 0o(B5)0 (B)w, 1)

where w; denotes the Gaussian white noise process. Theragjemeodel can be expressed as
ARIMA(p,d,q) x (P,D,Q),, where the ordinary autoregressive (AR) and moviamggrage (MA)
components are represented by polynongdiB) and6(B) of ordersp andq, respectively, the seasonal AR

and MA components are denoted®y(B*®) and@,(B*) of ordersP andQ, respectively. The non-seasonal

and seasonal difference components are representétl = (1 — B)? andv” = (1 — B%)?, respectively.
The seasonal periad defines the number of observations that make spasonal cycle (e.gs,= 12 for

monthly observations).

The estimation process for the parameters in (Leé&zh of the 100 time series follows the standox-
Jenkins (1976) methodology in an iterative 3-stepc@dure comprising the identification, estimataomd
evaluation and diagnostic analysis stages. Configuthe SARIMA model requires selecting the
hyperparameters for both the trend and seasomakels of the series. First, we analyse the statyoofethe
series and check whether or not a seasonal andfeserasonal difference is needed to produce a kpugh
stationary series. For this purpose, we analysgdlterns of the autocorrelation and partial autetation
function and conduct unit root differencing teskwiatkowski—Phillips—Schmidt—Shin, 1992; Canova-
Hansen, 1995) to determine the optimal order dedéhcing,d, and of seasonal differencing, We then
identify the optimalp, g, P andQ hyper-parameters by fitting models within pre-sped maximum ranges
and find the best model by optimizing a stepwiggoalthm for the Akaike Information Criterion (AIC).
Given the extensive number of experiments conduictélis paper (500 for each of the models tested),
limited the maximum value ofp, q, P, Q) to 5. Each series was tested for the white noitke Bartlett's
version of the Kolmogorov-Smirnov test. When th&adsuggest the inexistence of seasonal unit roatse
series and the seasonality is deterministic, weex@ness it as a function of seasonal dummy vargatdnd
time eventually). In this case, an ARIMA modeliifdd to the residuals of the equation:

s—1

Yi=a+ Z YitDit + Bt + € (2)
i=1
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whereY; is the variable of interesD; . are seasonal dummigsgenotes time and, is a white-noise error

term.

Additionally, we examined the residuals of the sedd model and formally examined the null hypothesi
independence of the residuals using the Box-Pigraeg-Box test (also known as “portmanteau” tesfgg
also tested the normality of the residuals usimgXarque-Bera Test. After examining different msdtie
best SARIMA model was selected, parameters wemna&std using the nonlinear least squares methatl, an

the model was used for forecasting monthly birttnd deaths.

2.2 .Holt-Winters’ seasonal method

The Holt-Winters method is a univariate automatice€asting method that uses simple exponential
smoothing (Holt 1957; Winters 1960). The forecastbbtained as a weighted average of past observed
values in which the weight function declines expdraly with time, i.e., recent observations cdotre
more to the forecast than earlier observationsedasted values are dependent on the level, sloge an
seasonal components of the series being forechst.Hblt-Winters method is based on three smoothing

equations - one for the level, one for the trendl @me for the seasonality.

The model-specific formulation depends on whetleaisenality is modelled in an additive or multiplica
way. The additive method is selected when the seds@riations are approximately constant through t
series, whereas the multiplicative method is pretewhen the seasonal variations change propoltycioa

the level of the series (Hyndman and Athanasopo@lak3). Theadditive method is specified as:
ly =a(yy —spem) + (A —a)(lp—qy — br_y)
by =By — 1)+ (1 = B)bp_4
3)
S =YWe —l1 — b)) + (L —¥)Seem
Ve+h|t = lg + hbe + St
wherel;, b, ands; denote the level, trend and seasonal componesdpgectively, with corresponding

smoothing parametexs, f andy; y;,5; is the forecast foh periods ahead at time The Holt-Winters'’

multiplicative method is defined as:

Ve

t—-m

le=a + (A —a)(le—y — be_q)

by =Bl —li—1) + (1 = B)be—4

YVt 4)

S¢ = Vm + (1 —¥)St—m

Ve+nt = (It + hb)St—m+n
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We initialize the model's hyperparameters usingdbeomposition approach suggested by Hyndman et al.
(2008) and implemented in tlier ecast package in R. The procedure involves first commud moving
average trend to the first 2 years of data, thdtracting (for additive HW) or dividing (for multiigative

HW) the smooth trend from the original data to dettrended data. The initial seasonal values (e.g.,
December) are then obtained from the averagededeldd data (Decembers). Next, the procedure insolve
subtracting (for additive HW) or dividing (for migticative HW) the seasonal values from the origitata

to get seasonally adjusted data. Finally, by fittanlinear trend to the seasonally adjusted datgetehe
initial values for the level and slope. After examg each time series for both the additive and
multiplicative versions of the Holt-Winters’ seasbmethod, we finally selected the model showingdo

residual sum of squares to produce forecasts ofhtyobirths and deaths.

2.3.Exponential smoothing state space model

We investigated the use of State Space models lyimdeexponential smoothing methods in monthly Hsrt
and deaths forecasting. State Space models carfistsstneasurement equation that describes the aaserv
data, and some state equations that describe lounttbserved components or states (level, treadpsal)
change over time (Hyndman and Athanasopoulos, 20¥8)examined both the additive and multiplicative
error versions of the model and automatically getbt¢he best model using the procedure include® in

forecast package.

The general Gaussian state space model involvesagurement equation relating the observed data to a
unobserved state vector, = (b¢,S¢, S¢—1, -, St—(m-1)), an initial state distribution and a Markovian
transition equation that describes the evolutiothefstate vector over time state. In this paperuse State

Space models that underlie the exponential smogthigthods of the form (Hyndman et al., 2002):
Y = pe + k(xe_1)e; 5)
xe = f(xe21) + 9O 1)& (6)

wheree,~N(0,02), u; = Y;_; and where, for additive error modei§x;_,) = 1, such that; = u; + &,
whereas for multiplicative error modét§x;_,) = u, such that; = u,(1 + &). Model estimation involves
measuring the unobservable state (prediction, ifigerand smoothing) and estimating the unknown
parameters using MLE methods. We initialize the etisdhyperparameters using the decomposition

approach suggested by Hyndman et al. (2008) ankbingmted in thé or ecast package in R.

3 RESEARCH METHODOLOGY

The objective of this research is to empiricallynpare the forecasting performance of alternatisedrand
seasonal time series models over short-term haizba this end, we set out a backtesting framevamidk
use monthly demographic data for the period 200B20n this section, we briefly describe the reskar

methodology used in this study.
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3.1.Research Design

In this paper, we set out a backtesting framewpgie@able to single-period ahead forecasts frone tharies
methods and use it to evaluate the forecastingppedance of three different univariate models ajppti®
subnational (NUTS3) male and female monthly bidhd deaths data. The backtesting framework used in

this paper involves the following steps:

1. We begin by selecting the metric of interest,, ithe forecasted variable that is the focus eftthcktest

(monthly births or deaths by sex and subpopulation)

2. We define and select the historical "lookbackdew" to be used to estimate the parameters of @aeh
series model for any given year. We adopt a timeseross-validation approach, i.e., we consideui-
step forecasting approach with re-estimation inciwtthe training data or base period (the interesaieen
the month of the earliest and the latest demogcaghia used to make a forecast) is extended bedere
selecting and re-estimating the model at eachtiterand computing forecasts. For instance, if wehwo
estimate the parameters for yearve estimate the parameters using observations yearst, tot — 1, if
we wish to estimate the parameters for ye#rl we estimate the parameters using observations years
to to t, i.e., we adopt a expanding lookback window apgnod he selection of the lookback window
depends on several factors, including the pastwetiapattern of the time series, previous knowkedgout

the nature of the phenomenon being studied andwviiability of statistical data.

3. We then select the forecasting horizon ("lookfmd window") over which we will make our forecasts
based on the estimated parameters of the modéhelmpresent study, we focus on relatively shorter
horizon forecasts since our interest is on genegdtiyear ahead of monthly births and deaths feteqd 2
observations) as an input for computing monthlyinestes of resident population and a key input in
producing the Labour Force Survey (LFS) in Portu@ake LFS is a quarterly sample survey of household
living at private addresses in Portuguese terrjtatith the main objective of characterising the gagon in
terms of the labour market. It is conducted byiStias Portugal, in accordance with requirementeuricU
regulation, and makes quarterly and annual datdaale Published data are calibrated by usingdessi
population estimates by NUTS 3 regions, sex ane-ywar age-breakdown. The LFS quarterly results are
published around forty days after the end of thre@esuperiod. This calendar is incompatible with tuerent
production of resident population estimates sirata dn the three components — births, deaths agichtiain

— are not yet available. To comply with the LFSeaalar, Statistics Portugal produces advanced mponthl
estimates of resident population, i.e., at the@gg of each year, monthly estimated values of resident
population are computed for yeaiby NUTS 3 regions, sex and age. As such, monthigcasts of live

births, deaths and migration must be used to peddganced monthly estimates of resident population

4. We select a rolling fixed-length horizon backtes approach in which we consider the accuracy of

forecasts over fixed-length horizons as the junfpeaite moves sequentially forward through time.sThi

! For a similar approach used in evaluating thecstng performance of stochastic mortality moaels interest rate and credit risk
models see, e.g., Dowd et al. (2010), Bravo & SiR@06) and Chamboko & Bravo (2016, 2019a,b).
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procedure involves comparing the births, and deatban forecast and prediction intervals for somedi

length horizon (1-year) rolling forward over timétlwthe corresponding observed outcomes.

5. Finally, we select the evaluation criteria whieill be used to compare the forecasting performasfahe
different models. We computed several evaluatiater@a but, given the large number of experiments
conducted in this work, we opted to report a sirggler metric, the Mean Absolute Percent Error (N\EAP

For a given lookback and lookforward window, the REAfor modej is defined as
1N 9 — el
MAPE; = —Z Pei 7Yl 100 (7)
ned Yt

wheren is the number of forecasted valugsijs the number of monthly births/deaths predictedhe model

for time pointt, andy; is the corresponding value observed at time goint

Each of the different time series models constadi¢ising a different lookback window and jump-o#fay)
implies a different set of prediction intervals the forecast horizon. To better understand thé&opeance
of the models analysed in terms of predicting theeutainty of future births and deaths we compukexd
number of birth and death counts falling outside #5% prediction intervals associated with eacho$et
forecasts. Parameter estimation and model foracpassessment were carried out using a computengou

written in R-script (R Development Core Team 2019).

3.2.Data

In this paper, we use demographic data for Portagaiprising monthly data on live births and deaths
broken down by sex and 25 different NUTS 3 regifsosn January 2000 to December 2018 provided by
Statistics Portugal. The demographic dataset asngfs228 monthly observations for each one of16é
different subpopulations of different size, the Bes with 38,753 resident individuals in DecemBér7
(Beira Baixa, male), the largest with 1,505,435viuthals (Lisbon Metropolitan Area, female). Of th60
subpopulations tested, four (Lisbon and Oporto opatiitan areas male and female populations) cooresp
to highly populated areas with, in the case of aistmore than one million residents. In contrdst, dataset
tested includes several small population areas iei$s than 50,000 residents (e.g., Beira Baixag Alt
Tamega, Alentejo Litoral). This archive is a chafiing dataset in which to assess the monthly feteaa
performance of time series methods since the ddtibies significant trend and seasonal components a
high volatility in some cases, particularly in str@dpulation areas. Figures 1 and 2 represenintederies

plot of monthly births and deaths of two represtweasmall and large) NUTS3 subpopulations.
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Number of monthly births: Beira Baixa
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Figure 1 — Number of monthly births and deathsr&8iaixa NUTS3 Region
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Figure 2 — Number of monthly births and deathsbais Metropolitan Area NUTS3 Region

19.2 Conferéncia da Associagéo Portuguesa de SistdmInformacdo (CAPSI'2019)



Bravo & Coelho / Forecasting Demographic Data usBgasonal Time Series Methods

Examination of the time plots revealed that thera negative trend in the births series over the period
considered, although some recovery is observechénlisbon Metropolitan Area (LMA) in the years
following the end of the Troika adjustment programthe case of deaths time series we do not observ
significant trend over this period. Overall, a s#ad pattern is evident in the behaviour of liveths and
deaths, with the highest number of births in thengpand summer months while the highest number of
deaths occurs during the winter months. Substadiahges are observed in the trend of fertilitgthwine
number of live births showing a declining trendeaf2000 in the majority of NUTS 3 regions. Sincd20a
relative stabilisation and even a small increasebaing observed. Over time, albeit the slightease in the
total number of deaths in the last years, time alityt patterns are relatively stable, showing arsgr

seasonal pattern with a higher number of deathsrter months.

4 EMPIRICAL RESULTS

The three univariate time series models are usgueabctive models for making forecasts for futuedues
of live births and deaths by sex and NUTS3 regiariRortugal. The MAPE results of 1-year ahead faséex
of monthly births and deaths by sex and NUTS3 regfor the period 2014-2018 averaged over all jurffp-
years with the different models are given in Taldleend 2, respectively. The results averaged (sirapd
weighted averages) over all 25 regions and fivadawears are shown in the Tables. Additionallyplés 1
and 2 include data on the population size of eadi 8B region in December 2017 to ascertain whetier t

model's relative forecasting performance is a fionadf population size.

We first discuss the results related to monthlyhisiforecasting. The all regions and launch yeanple and
weighted average forecasting performance for theetimodels tested are similar for both male andalem
subpopulations showing relatively small average MAfsults. The simple average results show that the
precision of the SARIMA forecasts is better thaat thf Holt-Winters (HW) and State Space (SS) moti®ls
the female subpopulations but, for the male copates, SS models show slightly lower forecastirrgrst
Note, however, that when considering the weightesiagye results (with weights given by the proporid

the region's subpopulation in the total residemtutetion) SS models exhibit higher forecasting aacy

due to their superior performance in highly popedicareas. Using this later metric, the SS modehatages

the SARIMA and HW models by 0,17 (0,18) and 0,13%) percentage points in the female (male)

subpopulations, respectively.

On average for all models and for 61,3% of the sphfations the forecasting errors are smallererrhale
subpopulations when compared to their female copatts. As expected, the average MAPE results over
the five launch years are larger, the smaller ¢éfggon's population size. The largest average fetewperror
(24,19%) is found in the Beira Baixa female subpaijpon using the SS model whereas the highest acgur
(having 3,11% MAPE) is attained in the Lisbon mpuiitan area ("Area Metropolitana de Lisboa") also

using the SS model. The forecasting error is leas 10% in 40% of the subpopulations considered.
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Births Females Males
NUTS 3 Pop. Size‘ ARIMA | HW | SS | Pop. Size| ARIMA \ HW | SS

Alto Minho 124583 1320 13.38 14.13 107595 1246 13.07 12.87
Cavado 211950 10.23 10.39 9.63 192003 11.61 10.44 9.62
Ave 215975 10.50 9.57 867 197879 9.52 6.90 8.13
Area Metropolitana do Porto 910200 6.14 535 5.45 809502 4.74 5.40 5.04
Alto Tamega 46044 1849 18.86 21.03 41113 23.66 2111 21.26
Tamega e Sousa 216999 896 839 9.18 201769 8.62 7.61 8.55
Douro 101142 1349 13.76 13.97 90904 14.27 1486 13.88
Terras de Tras-os-Montes 56870 15.33 15.02 16.95 51677 16.38 16.44 15.70
Oeste 186405 9.91 10.18 9.53 171301 7.84 8.82 8.07
Regido de Aveiro 190926 8.84 8.75 822 172169 8.47 7.56 6.95
Regido de Coimbra 231654 815 821 7.84 205294 7.86 7.70 7.34
Regido de Leiria 149784 9.20 8.85 7.84 136525 9.86 10.79 9.75
Viseu D&o Lafdes 134679 12.15 1162 12.21 119952 12.64 1253 1212
Beira Baixa 43061 21.60 21.31 24.19 38753 16.40 17.92 17.23
Médio Tejo 123699 1053 11.54 12.01 110956 999 10.63 10.21
Beiras e Serra da Estrela 114163 12.72 1243 12.97 102025 11.11 1075 12.37
Area Metropolitana de Lisboa 1505435 3.38 3.60 311 1328244 3.59 4.18 3.29
Alentejo Litoral 47551 1699 17.56 17.78 46223 1732 18.77 19.11
Baixo Alentejo 60669 1159 12.45 1257 57199 14.33 1417 1459
Leziria do Tejo 124049 800 9.50 8.66 114666 11.56 1094 11.48
Alto Alentejo 56092 18.80 19.01 1854 50965 16.32 16.33 17.15
Alentejo Central 80677 1281 13.87 13.01 73859 12.01 13.61 12.80
Algarve 229719 733 830 7.02 209898 7.40 7.46 7.24
RA Acores 125052 10.77 10.49 10.59 118810 9.78 9.78 9.52
RA Madeira 135957 12.00 12.30 14.02 118411 1039 1151 11.93
All regions and launch years:

Simple Average 216933 11.64 11.79 11.96 194708 1153 1157 1145

Weighted Average 8.00 799 783 7.70 7.87 7.52

Max 1505435 21.60 21.31 24.19 1328244 23.66 21.11 21.26

Min 43061 3.38 360 311 38753 3.59 4.18 3.29

Table 1 — Births Forecasting - Average MAPE by Mo&ex and NUTS3

Source: Authors preparatior\lotes: Average Mean Absolute Percent Error (MAPE) by ni¢d&IMA; Holt-Winters (HW); State Space (SS)) Sex
and NUTS3 Region for the period 2014-2018. Weighiegrage computed using the proportion of regionale or female population in the
corresponding (sex) total population. The best ([emBIAPE) values are highlighted in bold.

Moving now to the results related to 1-year aheadthly deaths forecasting, Table 2 shows once abain
the all regions and launch years simple and weibhterage forecasting performance for the threeefsod
was relatively similar for both the male and femaldpopulations, although the differences betwéaen t
worst and the best performing model is higher i tfiale subset. Compared to births results, theageer
(weighted) forecasting accuracy of the alternativévariate time series methods is lower in the fema
subpopulations but higher in the male group. Théglhted average results show that the precision of
SARIMA forecasts is consistently better than thiathe Holt-Winters (HW) and State Space (SS) maodels
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The SARIMA model advantages the HW and SS model3,5% (0,31) and 0,19 (0,08) percentage points in
the female (male) subpopulations, respectivelya@rage for all models and for 76% of the subpdjmria

the forecasting errors are notably smaller for mh@&le subpopulations when compared to their female

counterparts.
Deaths Females Males
NUTS 3 Pop. Sizq ARIMA | HW | SS | Pop. Size| ARIMA \ HW | S

Alto Minho 124583  10.36 11.27 10.64 107595 9.20 929 944
Céavado 211950 11.45 11.21 11.07 192003 8.88 9.14 8.99
Ave 215975 7.73 9.27 8.55 197879 8.89 9.31 9.05
Area Metropolitana do Porto 910200 7.24 8.07 7.85 809502 5.76 6.33 6.12
Alto Tamega 46044 11.71 12.00 1135 41113 1269 15.07 14.94
Tamega e Sousa 216999 9.02 11.21 10.33 201769 8.94 9.61 8.99
Douro 101142 11.25 13.74 12.21 90904 9.88 10.27 9.73
Terras de Tras-os-Montes 56870 11.46 12.35 11.35 51677 1053 11.07 10.71
Oeste 186405 7.30 8.11 7.65 171301 8.09 799 7.75
Regido de Aveiro 190926 10.29 10.47 10.04 172169 7.94 9.20 8.20
Regiao de Coimbra 231654 7.54 7.56 7.57 205294 7.29 7.16 7.38
Regido de Leiria 149784 957 9.98 9.63 136525 9.74 9.90 9.62
Viseu D&o Lafées 134679 991 10.35 9.80 119952 8.28 8.79 7.80
Beira Baixa 43061 14.26 14.13 14.96 38753 12.75 11.73 13.95
Médio Tejo 123699 8.10 7.95 7.74 110956 8.87 9.12 911
Beiras e Serra da Estrela 114163 10.29 11.48 10.34 102025 8.46 8.10 8.07
Area Metropolitana de Lisboa 1505435 6.01 6.07 5.89 1328244 5.07 501 499
Alentejo Litoral 47551 11.97 13.04 11.46 46223 1324 16.11 15.24
Baixo Alentejo 60669 11.80 13.06 12.48 57199 10.09 10.29 10.00
Leziria do Tejo 124049 9.8 10.33 9.97 114666 9.07 9.85 887
Alto Alentejo 56092 10.65 11.56 10.57 50965 11.29 11.71 11.48
Alentejo Central 80677 9.74 10.49 10.93 73859 9.22 9.52 8.98
Algarve 229719 9.26 9.65 8.94 209898 7.57 750 733
RA Acores 125052 10.90 11.72 11.33 118810 967 11.31 10.52
RA Madeira 135957 9.78 10.86 9.82 118411 9.53 10.05 950
All regions and launch years:

Simple Average 216933 9.88 10.64 10.10 194708 9.24 9.74  9.47

Weighted Average 8.25 8.83 8.44 7.35 766 7.43

Max 1505435 14.26 14.13 14.96 1328244 13.24 16.11 15.24

Min 43061 6.01 6.07 5.89 38753 5.07 501 4.99

Table 2 — Deaths Forecasting - MAPE by Model, SekdUTS3

Source: Authors preparatior\lotes: Average Mean Absolute Percent Error (MAPE) by ni¢d&IMA; Holt-Winters (HW); State Space (SS)) Sex
and NUTS3 Region for the period 2014-2018. Weightedrage computed using the proportion of regionale or female population in the
corresponding (sex) total population. The best ([@mBIAPE) values are highlighted in bold.

Similar to the births results, the average MAPH.lltesover the five launch years are smaller, theéemo

populated the region is. The largest average fetewperror (16,11%) is found in the Alentejo Labmale
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subpopulation using the HW model whereas the higlaesuracy (4,99%) is attained in the Lisbon
metropolitan area ("Area Metropolitana de Lisbaa3le subpopulation using the SS model. The forgpst
error is less than 10% in 57% of the subpopulatmorssidered. Table 3 reports the percentage of hont

birth/death counts falling outside the 95% predittinterval estimated for each model, sex and NUTS3

Region.
Births Deaths
NUTS 3 Females Males Females Males
AR|HW|SS AR|HW|SS AR|HW|SS AR|HW|SS

Alto Minho 17 70 23 14 42 18 13 17 17 17 93 10
Céavado 50 90 20 36 42 08 20 50 17 13 10 17
Ave 40 70 10 28 08 08 10 03 07 23 40 20
Area Metropolitana do Porto 33 3730 10 10 02 20 127 20 10 103 23
Alto Tamega 23 107 27 18 26 12 03 97 00 13 117 20
Tamega e Sousa 23 2313 20 14 14 17 60 10 10 1.7 1.3
Douro 37 63 03 18 48 14 10 13 13 17 63 10
Terras de Tras-os-Montes 3.0 8720 1.2 54 02 10 1.0 1.3 13 1.0 07
Oeste 1.3 60 00 08 34 06 07 23 03 17 07 10
Regido de Aveiro 20 20 07 14 32 06 13 47 13 10 90 10
Regido de Coimbra 20 3307 12 32 08 13 90 13 13 103 10
Regido de Leiria 1.7 70 13 14 38 06 17 63 17 33 17 33
Viseu Déo Lafdes 23 8313 14 58 00 13 77 13 10 73 10
Beira Baixa 07 87 07 02 02 00 13 133 03 17 103 07
Médio Tejo 20 90 20 14 34 04 03 03 00 10 07 07
Beiras e Serra da Estrela 2.0 8310 14 38 08 13 20 07 10 03 10
Area Metropolitana de Lisboa 00 1.3 00 06 22 02 13 87 17 20 100 20
Alentejo Litoral 13 60 13 04 00 02 13 07 10 20 17 17
Baixo Alentejo 10 30 07 12 64 08 20 07 10 17 57 07
Leziria do Tejo 03 27 00 16 56 18 13 103 23 23 20 13
Alto Alentejo 1.7 47 13 08 70 00 07 120 03 17 7.0 17
Alentejo Central 07 o0 03 08 32 04 03 110 10 10 0.7 03
Algarve 03 37 07 06 06 02 17 90 20 27 127 27
RA Acgores 1.7 87 07 12 30 06 13 03 13 13 07 07
RA Madeira 27 100 17 12 30 04 07 03 07 10 07 17
All regions and launch years:

Simple Average 20 59 12 13 33 06 12 55 11 16 51 14

Weighted Average 17 43 11 12 26 05 14 72 14 16 7.1 1.7

Max 50 107 30 36 70 18 20 133 23 33 1233

Min 00 00 00 02 00 00 03 03 00 10 03 o03

Table 3 — Percentage of monthly birth/death cofailisg outside the 95% prediction interval by mhdex & NUTS3

Source: Authors preparationiNotes: Average Mean Absolute Percent Error (MAPE) by mdd&k=SARIMA; Holt-Winters (HW); State Space
(SS)) Sex and NUTS3 Region for the period 2014-20¥8ighted Average computed using the proportioregfon's male or female population in
the corresponding (sex) total population. The te@stller percentage error) values are highlighteabid.
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The goal is to measure how well the models analysettis paper perform in terms of predicting the
uncertainty of future monthly birth/death countsii-year forecasting horizons. Each cell in thsetas
based on 60 forecasts (five years and 12 monthbgrmiations per year). Considering the 95% predictio
intervals a valid measure of uncertainty means thidlyencompass 57 of the 60 out-of-sample observed
monthly birth/death counts or, conversely, onlyf3he 60 observations will fall outside the 95%dgotion
interval boundaries. According to this criteriohetprediction intervals for the SARIMA and SS madel
consistently provide appropriate measures of uairgyt for short-term forecasting horizons. The SKRI

and SS models perform equally well in terms of mtawy the uncertainty of future monthly death ctsyn
with SS models slightly overperforming in birthgdoasting. On the contrary, the HW model consistent
fails in predicting the uncertainty of future molyttbirth and deaths with up to 13,3% of observedtide

counts falling out of the 95% prediction interval.

5 CONCLUSIONSAND POLICY IMPLICATIONS

Ageing populations and internal and internationagration flows are key demographic trends facing
developed and developing countries and its regiortse coming years. There is a territorial dimensof
demographic change, with clear territorial diffezes in the ageing pattern around the world. Thiamse
that the responses proposed and implemented inipfeulpolicy areas (e.g., economical, social,
infrastructure, spatial planning) have to act dfedent spatial levels and in different ways. Fod eisers of
population projections, it is critical to improvieet accuracy of projection series, particularlyha tegional
and local level, and to fully understand their akliity and limitations. Being conscious about how
projections are computed and the potential sousEesmcertainty in the population numbers is expeédte
assist policymakers in appropriately incorporagngjections in their planning and decision-makimggess.
The population of a given territorial area andaige distribution changes over time through theaution of
three possibly correlated factors: fertility, mdittg and migration. To project population size aafuture
date, economists and demographers use stochasticstries methods to project the dynamics of three

components and eventually incorporate expert-bassdmptions on long-term demographic trends.

Monthly time series of live births and deaths ektsignificant and persistent seasonality pattereguiring

the adoption of appropriate forecasting methodstoease the accuracy of population forecastshis t
paper we empirically evaluated the forecasting grarnce of seasonal ARIMA, Holt-Winters and State
Space models applied to birth and death monthlgctasting by sex and NUTS 3 regions for Portugal, an
investigate how well these models perform in teofpredicting the uncertainty of future monthlythiand
death counts using a backtesting framework and Imodata for the period 2000-2018. The all regiand
launch years simple and weighted average forecpgt@formance for the three models was relatively
similar for both male and female subpopulationshbirand deaths; however, SS models showed slightly

better performance for births and seasonal ARIMAdeaths. As expected, the weighted average poecisi
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is higher, the more populated the region is. Thedigtion intervals for the SARIMA and SS models
consistently provide appropriate measures of uatayt for short-term forecasting horizons. Further
research should check for the robustness of tresdts against alternative forecasting horizons fatedi
lookback windows using rolling fixed-length horizdracktests. Future research will also investighte t
robustness of these results against alternativeapyi, extended, composite, and hybrid performanegics
used in machine learning regression, forecasting jrognostics, considering for competing distance

measures and normalization and aggregation proesdur

Our study contributes to improve projections olifetregional and local populations which are essiefior
public and private sector planning. They are ugedetermine the budget allocation from centralatcal
government departments and agencies, are vitdderdéesign and implementation of spatial (e.g. hysi
education, infrastructure, land use, environmestlyice networks) policies, assist in the desiph r@form

of public and private pension schemes and publ@nite planning. Better sub-national population
projections are needed to help in the design apdeimentation of migration and immigration policsace
significant geographical differences in incomejnyy standards and long-term development are likely
cause sizeable migration flows. Additionally, thepected decline of the total population and ofwloeking
age population in many regions in Portugal and umoe may increase the number of labour migrants.
Because of the compounding effects of current asd fertility levels on future population numberslage
structure, it is crucial to accurately forecast tlhuenber of births at the regional level. Fertiligyels below
replacement rate have a compounding effect on yhardics of future population which can only palyial

offset by positive net immigration.
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