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Abstract. The common belief that more data leads to better results often leads to 

all available data being used to derive the best possible decision. However, the 

age of data can strongly affect data-driven decision making. Consequently, the 

desire for larger data volume and at the same time contemporary data leads to the 

“volume vs. age” dilemma, which has not yet been sufficiently researched. In this 

work, we rigorously investigate the “volume vs. age” dilemma for textual data 

using four experiments with real-world data containing customer reviews from 

the Yelp platform. Contributing to theory and practice, we show that more data 

is not always better, as the effect of data age can outweigh the effect of data 

volume, resulting in overall poorer performance. Moreover, we demonstrate that 

different aspects within textual data can exhibit different temporal effects and 

that considering these effects when selecting training data can clearly outperform 

existing practices. 

Keywords: Data Volume, Data Age, Aspect-based Decision Making, Text Data. 

1 Introduction 

The rapid proliferation of data and the expanding realm of data analytics have reshaped 

the landscape of decision making across various domains (Loebbecke and Picot, 2015; 

Awan et al., 2021; Dubey et al., 2019). In today's data-driven world, organizations  

recognize the pivotal role of data as a cornerstone for achieving competitive advantage 

(Hagiu and Wright, 2020; Sandeep et al., 2022; Vassakis et al., 2018). Data fuels the 

generation of insights along with better products or services, as in the case of the movie 

streaming platform Netflix, which has achieved tremendous success due to its advanced 

analytics capabilities and recommender system (Davenport and Harris, 2017; Rataul et 

al., 2018). Among the different types of data, unstructured textual data play a particu-

larly prominent role, as vast volumes of textual data are generated every day, encom-

passing sources as diverse as customer reviews, social media, news articles, and more 

(Egger and Gokce, 2022; Gandomi and Haider, 2015; Weitzenboeck et al., 2022). This 

influx of unstructured textual data has become a goldmine for data analytics, fostering 

the development of more sophisticated models and leading to success stories such as 



 

 

ChatGPT (Kalla and Smith, 2023; Lund and Wang, 2023; Deng and Lin, 2022). A crit-

ical success factor for models such as GPT is the vast volume of training data that the 

algorithms use (Kalla and Smith, 2023; Lund and Wang, 2023), strengthening the com-

mon belief in the data-driven paradigm that more data leads to better results. 

But is this common belief generally valid? Often, all available data is used to derive 

decisions, without considering the data age, i.e., the time since the data was recorded. 

However, the quality and validity of data can change over time (Bennin et al., 2020; 

Spruit and van der Linden, 2019). Such temporal effects can include, for instance, data 

becoming outdated or changes in the distribution of the input data and their relation to 

the output data (concept drift) (Agarwal and Nenkova, 2022; Leysen, 2023; Spruit and 

van der Linden, 2019). An example is the age of customer reviews, which relates to 

their relevance to the current state of products/services and users and is highly corre-

lated with the helpfulness to users (Luo et al., 2021; Meng et al., 2021). Indeed, data 

age is a linchpin in the efficacy of data-driven models and can strongly affect derived 

decisions (Raza and Ding, 2022; Lazaridou et al., 2021; Röttger and Pierrehumbert, 

2021). Overall, there exists an inherent contradiction between the desire for larger data 

volume and the imperative of using contemporary data. We refer to this interplay of the 

opposing facets, data volume and data age, as the “volume vs. age” dilemma. 

Both the influence of data volume and data age have been studied individually in the 

literature, and insightful results have been obtained for both effects. However, the com-

plex interplay between the need to leverage large data volumes and the imperative of 

using contemporary data has not been adequately explored – indeed, for the context of 

textual data, it has not been researched at all. To fill this research gap, we thus investi-

gate the dilemma explicitly for unstructured textual data, using the case of a recom-

mender system based on textual customer reviews. Moreover, we are the first to study 

the interplay of data volume and data age conducting analyses at the aspect-level – a 

perspective especially important for textual data. The results reveal that more data is 

not always better and that handling the “volume vs. age” dilemma for textual data re-

quires a nuanced, aspect-level view, paving the way for more sophisticated training data 

selection strategies that can significantly outperform existing practices. 

2 Related Work 

According to the common belief in the data-driven paradigm that more data leads to 

better results, as much (training) data as possible should be used for decision making 

(Prusa et al., 2015; Lei et al., 2019; Barbedo, 2018). To better understand the impact of 

data volume on the performance of data-driven methods, many studies have investi-

gated this relationship experimentally. While in some cases, even relatively small data 

volumes can yield satisfactory results (Fang et al., 2021), the literature generally indi-

cates that increasing data volume further improves performance, while the marginal 

benefit of using more data decreases (Chen et al., 2017; Sun et al., 2017; Durden et al., 

2021). Further literature (Althnian et al., 2021; Langenkämper et al., 2020; Simmonds 

et al., 2020; Zhu et al., 2016) also emphasizes that more data can lead to better perfor-



 

 

mance, while identifying different factors that influence this effect, such as the repre-

sentation of original distributions, diverse data sources, model complexity, and proper 

data cleaning. Taken together, these studies provide further insights into the common 

belief that more data leads to better results. They argue that the marginal benefit of 

more data decreases as data volume increases and that the effect of data volume should 

be evaluated in conjunction with other critical factors. 

Indeed, various data characteristics can have diverse (negative) effects on data-

driven decision making (Janssen et al., 2020; Helfert, 2018; Heinrich et al., 2021). One 

of the characteristics to be considered is data age, which refers to the time since the data 

was recorded. Due to the corresponding temporal effects such as obsolescence or con-

cept drift, several studies have examined the impact of data age on the performance of 

data-driven methods. As data can evolve over time, predictions of models using data 

that is not contemporary anymore experience fluctuations (Kabir et al., 2019; Bennin 

et al., 2020). Resulting negative effects of data age are particularly evident in unstruc-

tured textual data. Several studies concluded from experiments that models perform 

worse the older the used training data was for cases like recommender systems (Zheng 

and Horace, 2013), sentiment classification (Lukes and Søgaard, 2018), large language 

models (Röttger and Pierrehumbert, 2021; Lazaridou et al., 2021), and text classifica-

tion (Alkhalifa et al., 2023). The studies highlight the critical impact data age can have 

on the performance of data-driven methods due to changes in the data over time. 

Both data volume and data age have emerged as critical drivers of effective decision 

making. However, the complex interaction of data volume and data characteristics like 

age, has rarely been addressed in the literature. Only a few studies (e.g., Luca et al., 

2022; Roccetti et al., 2019) consider the quality of data in conjunction with data vol-

ume, but do not consider data age. Thus, there is paucity of research focusing on the 

intertwined nature with data age. The study by De Pessemier et al. (2010) stands out as 

an exception. They particularly investigate recommender system performance when 

gradually increasing data volume by successively adding data of higher age. They 

demonstrate that using older data may initially increase performance but can actually 

decrease recommendation accuracy as the data used is drawn from further back in time.  

The “volume vs. age” dilemma has received very little attention in the literature. De 

Pessemier et al. (2010) examined this dilemma but consider only structured data in 

terms of user ratings, leaving the impact for unstructured text data unexplored. Further-

more, existing studies that focus on the impact of data age consider temporal effects 

only in the context of an entire instance, e.g., an entire customer review. As a result, 

they lack the granularity to differentiate between temporal effects of different features 

within an instance. For the example of a customer review, the information about the 

location of a restaurant in a customer review may still be valid while the information 

about the quality of the food may not be, if these aspects age at different rates (cf. 

Heinrich and Klier, 2015; Klier et al., 2021). Thus, there is a compelling need to explore 

the “volume vs. age” dilemma in more detail, focusing explicitly on textual data and 

taking into account the nuanced effects of different aspects within textual data – both 

uncharted territory in the current body of literature. 



 

 

3 Design and Realization of the Experiments 

In this section, we present our methodological approach to study the “volume vs. 

age” dilemma. First, we outline the design of the experiments. Then, we describe the 

realization of the experiments by elucidating the used textual data and describing the 

model for data-driven decision making as well as the employed evaluation metrics. 

3.1 Experimental Design 

In the following, we outline the design of the experiments conducted to investigate the 

effects of volume and age of textual data. To rigorously study these effects, a data-

driven model that constitutes our experimental basis is used to leverage available train-

ing data to provide predictions for decision making. In our experiments, we then sys-

tematically vary the training data for this model regarding data volume and data age 

and monitor the resulting performance of the model’s predictions on recent and static 

test data. Our study unfolds across four distinct experiments, each designed to investi-

gate specific facets of the “volume vs. age” dilemma. We commence with two experi-

ments on the effects of data volume and data age, respectively. Then, we elucidate our 

experimental design for both data volume and data age to capture the “volume vs. age” 

dilemma. Finally, we conclude with the design of an experiment allowing a more nu-

anced investigation of the dilemma by differentiating specific aspects within the textual 

data (e.g., comments regarding Food or Location in customer reviews). 

Experiment (A) – Studying the Data Volume Effect. Our first experiment focuses on 

the isolated effect of data volume. To study this effect, we iteratively increase the 

amount of training data (data volume), while the training data is randomly selected from 

the entire training data corpus to abstract from temporal (data age) effects (Fig-

ure 1 (A)). More precisely, we vary the proportion of training data used from the train-

ing data corpus in 10% increments from 10% to 100% and evaluate the models’ corre-

sponding performance on the test dataset. By selecting the training data randomly, we 

are able to isolate the volume effect and exclude any potential temporal effects stem-

ming from the age of the training data in a first step. 

Experiment (B) – Studying the Data Age Effect. Our second experiment aims to iso-

late the effect of data age. To systematically analyze this effect, we adopt a controlled 

approach that has already been used in previous studies (Agarwal and Nenkova, 2022; 

Röttger and Pierrehumbert, 2021). As illustrated in Figure 1 (B), we construct a series 

of equally sized training datasets (hereafter referred to as data chunks) from the training 

data corpus, each containing the same quantity of data instances NChunk to abstract from 

potential effects of varying data volume. Moreover, the series of data chunks is con-

structed to contain training data of increasing age, such that the first data chunk contains 

the NChunk most recent and the last chunk the least recent NChunk data instances of the 

training data corpus. By selecting data chunks of the same size for training, we are able 

to isolate the temporal effect and exclude any potential effects due to data volume. 



 

 

 

Figure 1. Schematic illustration of the experiments. (A): Increasing data volume by random 

and age independent sampling. (B): Increasing age of data with same volume. (C): Increasing 

data by successively adding older data. (D): Increasing data for the aspect of interest. 

Experiment (C) – Studying the “Volume vs. Age” Dilemma. With this pivotal ex-

periment, we aim to get an integrated view considering both data volume and data age 

to be able to rigorously study the “volume vs. age” dilemma (Figure 1 (C)). Thereby, 

the volume of the training data used is gradually increased by successively adding older 

data. More precisely, the first training dataset contains the 10% most recent data in-

stances of the training data corpus. Then, the volume of the training data is successively 

increased by the next 10% most recent remaining data instances. Evaluating the perfor-

mance of the models trained based on these training datasets on the test dataset, we aim 

to gain deeper insights into the interplay of data volume and data age, thereby contrib-

uting new knowledge regarding the “volume vs. age” dilemma. 

Experiment (D) – Studying the “Volume vs. Age” Dilemma at Aspect-Level. Ac-

cording to literature (cf. Heinrich and Klier 2015; Klier et al., 2021), different features 

of data can age at different rates and their durability is not uniform (cf. Section 2). In 

the case of customer reviews, for instance, information regarding the aspect Food may 

be subject to different temporal effects than information regarding the aspect Location. 

In our fourth experiment, we aim at more fine-grained insights regarding the interplay 

of data volume and data age conducting analyses at the aspect-level. More precisely, 

we conduct Experiment (C) by differentiating specific aspects within the data (e.g., 

comments regarding Food or Location in a customer review), as illustrated in Fig-

ure 1 (D). Hence, for the aspect under observation, the volume of the training data used 

is gradually increased by successively adding older data, while the data regarding all 



 

 

other aspects remains constant (using the whole training data corpus). Thus, we are able 

to investigate the “volume vs. age” dilemma for each single aspect. 

3.2 Realization of the Experiments 

Customer reviews serve as paramount example of impactful textual data. By providing 

valuable, detailed insights into products and services (Mudambi and Schuff, 2010), cus-

tomer reviews have been shown to support consumers in making purchasing decisions 

(Dellarocas, 2003; Chevalier and Mayzlin, 2006; Zhu and Zhang, 2010). The contained 

wealth of information makes them a prime asset for data-driven decision making. Rec-

ommender systems are a common and highly relevant field of application leveraging 

textual data (Kanwal et al., 2021) to derive personalized recommendations (Chen et al., 

2015; McAuley and Leskovec, 2013). For the realization of our experiments, we thus 

use the case of a recommender system for restaurants based on customer reviews. 

Dataset. We select a publicly available real-world dataset from Yelp, a leading cus-

tomer review platform (Yelp Inc., 2023). It contains customer reviews of users sharing 

their insights about various aspects of restaurants. From this massive dataset, we use 

customer reviews regarding restaurants in the state of Florida, USA, from the beginning 

of 2009 to the end of 2019. We choose our test data to contain all customer reviews 

from the most recent six months, i.e., from July 1st to December 31st, 2019. This test 

data is static in all our experiments to rigorously compare the performance of our model 

when the training data is varied. Customer reviews that are not contained in the test 

data (i.e., those created before July 2019) constitute the whole training data corpus. To 

enhance the reliability of our analyses, we employ a 10-core test dataset, a well-known 

preprocessing technique (Cheng et al., 2018; He et al., 2017) so that the dataset exclu-

sively contains customer reviews of users that generated at least ten customer reviews 

in the test dataset. The resulting dataset comprises 58,128 customer reviews, with a test 

set containing 9,220 and a training data corpus encompassing 48,908 customer reviews. 

Model for Data-Driven Decision Making and Evaluation Metrics. To make recom-

mendations, we use the well-known explicit factor model of Zhang et al. (2014), a com-

mon and decisive model with far-reaching impact. To avoid bias from the structured 

ratings that can influence the effect of the dilemma for textual data, we adapt the model 

of Zhang et al. (2014) so that the recommendations only depend on the information 

contained in the customer reviews. The adapted model keeps using the textual customer 

reviews in the form of aspect-sentiment tuples, e.g., for the exemplary review sentence, 

I liked the food, however, the staff was rude, the resulting aspect-sentiment tuples cor-

respond to (Food, positive) and (Staff, negative). Hereby, each aspect pertains to a par-

ticular feature of the reviewed restaurant and each sentiment reflects the sentiment po-

larity expressed in the associated text. The aspect-sentiment tuples serve as the founda-

tion for the creation of characteristic profiles for both customers and restaurants. Fi-

nally, to yield a recommendation, the model bases its decision on the match between 

the customer and restaurant profiles. In this line, the model calculates a ranking score, 

quantifying the match in terms of the similarity between customer and restaurant pro-

files. To extract the required aspect-sentiment tuples from the customer reviews, we 

use a state-of-the-art language model for aspect-based sentiment analysis (Yang et al., 



 

 

2021) based on transformer models (Devlin et al., 2019). We further employ a standard 

clustering approach (Mohammed et al., 2020; Reimers and Gurevych, 2019) to group 

the extracted aspects based on GloVe embedding vectors (Pennington et al., 2014), re-

sulting in a total of 24 distinct aspect classes such as Food, Service, and Location (here-

after just referred to as aspects). 

The review-based recommender system generates a ranking score for the relevance 

of each recommendation (Lü et al., 2012). In line with a widely adopted approach to 

differentiate between relevant and non-relevant recommendations (Karatzoglou et al., 

2013), a restaurant is considered relevant for a specific customer if the associated rating 

is 3 or higher, while otherwise deemed as non-relevant. To differentiate between both 

classes, the Area Under the Curve (AUC) of the Receiver Operating Characteristic 

(ROC) curve and Mean Average Precision (MAP) have proven to be robust and com-

prehensive evaluation metrics (cf. Bellogin et al., 2011; Karatzoglou et al., 2013; Ying 

et al., 2018). The AUC is used to evaluate a recommender system’s overall separation 

performance without directly considering the ranking order of recommendations (Lü et 

al., 2012). The MAP assesses the precision of a recommender system at various recall 

levels by considering the presence of relevant restaurants and their positions in the 

ranking (Yue et al., 2007), thus reasonably complementing the AUC. 

4 Results 

In this section, we first present the results of the isolated effects of data volume and 

data age, respectively. Then, we take an integrated view considering both data volume 

and data age and conclude with our fine-grained analysis differentiating specific aspects 

within the data. 

4.1 The Data Volume Effect 

In Experiment (A), we iteratively increase the volume of training data from 10% to 

100% of the entire training data corpus in 10% increments, while the respective training 

data is randomly selected to abstract from temporal effects. The left side of Figure 2 

depicts the performance of the trained models on the test datasets with respect to both 

evaluation metrics employed (AUC and MAP). The results show that increasing data 

volume goes along with an increase in model performance. Indeed, the performance 

curves for AUC and MAP show a similar progression and are monotonically increasing. 

Especially for smaller data volumes, using more data considerably improves model 

performance. As the data volume continues to increase, the marginal benefit of using 

more data slightly decreases. Thus, the observed effect that more data increases perfor-

mance is less evident as more data is available. 

4.2 The Data Age Effect 

In Experiment (B), we analyze model performance for a series of data chunks contain-

ing training data of increasing age but same size to abstract from volume effects. We 



 

 

chose each data chunk to contain 𝑁𝐶ℎ𝑢𝑛𝑘 = 6,000 customer reviews. This choice leads 

to a sufficient number of data chunks to follow the course of the resulting performance 

curves as data age increases, while ensuring that the number of customer reviews in 

each chunk is large enough to yield meaningful model outputs. Indeed, model perfor-

mance shows a negative trend as the age of the training data increases (Figure 2). 

Thereby, in line with Experiment (A), the performance curves for AUC and MAP ex-

hibit a very similar shape. Despite some fluctuations, the performance curves for both 

evaluation metrics drop sharply when older data chunks are used. 

 

Figure 2. Results of Experiment (A) (left) and Experiment (B) (right) for AUC and MAP 

4.3 The “Volume vs. Age” Dilemma 

Integrating the effects of data volume and data age, Experiment (C) focuses on the “vol-

ume vs. age” dilemma. The results of the experiment are shown in Figure 3 in separate 

plots for both evaluation measures. By including the curves of Experiment (A), we 

highlight the difference between increasing the data volume by successively adding 

older data (Experiment (C)) in contrast to adding randomly selected data (Experi-

ment (A)). The results of Experiment (C) reveal that, for both evaluation metrics, per-

formance initially increases rapidly when increasing data volume by successively add-

ing older data (dashed lines in Figure 3). This trend, however, diminishes quickly as 

the data volume is further increased with continuously less recent data. In fact, there 

exists a tipping point when the performance is even decreasing. Thus, when using more 

and more but less recent data, we do not only observe a reduction in the marginal benefit 

of increased data volume, but actually a decline in performance. Comparing the results 

of Experiment (C) with those of Experiment (A) reveals, that except for the last point 

in each curve (representing the use of all training data and thus coincides), selecting 

data by age clearly outperforms selecting data randomly. It is noticeable that the per-

formance curve for selecting the data by age starts higher, rises more steeply at the 

beginning and shows a tipping point that is not observed when selecting data randomly. 

Based on 20 experimental runs, the Wilcoxon signed-rank test (Wilcoxon, 1945) shows 

that the best possible performance is significantly higher when selecting training data 

based on age instead of random (𝑝 < 0.05 for AUC, 𝑝 < 0.01 for MAP). 



 

 

 

Figure 3. Results of Experiment (C) for AUC (left) and MAP (right) 

4.4 The “Volume vs. Age” Dilemma at Aspect Level 

To gain more fine-grained insights into the “volume vs. age” dilemma, Experiment (D) 

differentiates specific aspects within the textual data. Thereby, we consider five (clus-

ters of similar) aspects – Food, Drinks, Service, Location and Ambience, and Price – 

and analyze model performance when gradually increasing the volume of the training 

data used by successively adding older data for the aspect under observation (data for 

all other aspects is kept constant). As remarkably seen in Figure 4, the respective curves 

for each aspect differ strongly in their progression and show different trajectories when 

the associated data volume is increased gradually. For instance, adding more older data 

for the aspect Food decreases the performance rather monotonically. The same holds 

for the aspect Price. On the other hand, for the aspect Drinks, the model performance 

increases as the data volume is increased up to a certain point. The curves for the aspects 

Service and Location and Ambience show no clear trends. 

Consequently, these in-depth insights regarding the interplay of data volume and 

data age on the aspect-level give rise to leverage the training data sampling on the as-

pect-level. In this context, we use the observed results from Experiment (D) and use 

only the most recent 20 percent of data for Food and Price, as a strong decrease in 

model performance is observed when more older data is added for these aspects. For 

the remaining aspects, we use all data, since for these aspects the addition of more old 

data does not lead to a clear decrease in model performance. The results using this 

filtering strategy are also presented in the lower part of Figure 4. The achieved perfor-

mance when using the aspect-based training data filter noticeably exceeds the perfor-

mance when using all training data and also exceeds the best performance achieved in 

Experiment (C), i.e., the optimal trade-off of the “volume vs. age” dilemma for our 

experiment without aspect-based consideration. To show that the aspect-based selec-

tion of data was not a chance hit, we randomly varied the filters for each aspect by 

±10% for 20 different experimental runs. Here, the Wilcoxon signed-rank test shows 

significant outperformance for both evaluation metrics (𝑝 < 0.01 for AUC and MAP), 

underscoring the robustness of this aspect-based training data selection. 



 

 

 

Figure 4. Results of Experiment (D) (upper Figures) and a resulting aspect-based filtering of 

data (lower Figures) for AUC (left) and MAP (right) 

5 Discussion and Conclusion 

5.1 Implications for Theory and Practice 

Our experiments yield novel insights that challenge conventional assumptions about 

the advantages of more extensive data volumes in data-driven decision making. Con-

trary to the common belief that more data leads to better results, our findings highlight 

the interplay between data volume and data age and their impact on the performance of 

data-driven decision making. Our major contribution is twofold. First, we contribute to 

theory and practice by rigorously examining the “volume vs. age” dilemma for unstruc-

tured data, highlighting that more data is not always better. Second, we are the first to 

provide in-depth insights regarding the “volume vs. age” dilemma conducting analyses 

at the aspect-level. The results reveal that handling this dilemma for textual data re-

quires a more differentiated, aspect-level view, paving the way for more sophisticated 

selection strategies for training data that can significantly outperform existing practices. 

Before delving into the “volume vs. age” dilemma, we examine the isolated effects 

of increasing data volume and increasing data age, respectively. In line with existing 

literature, we find that excluding any potential temporal effects stemming from data 

age, more data indeed leads to better results (cf. Barbedo, 2018; Lei et al., 2019) while 

the marginal benefit of using more data decreases with increasing data volume (cf. Chen 

et al., 2017; Sun et al., 2017). When isolating the effect of data age, our results reveal 



 

 

that using older data leads to worse performance (cf. Alkhalifa et al., 2023; Röttger and 

Pierrehumbert, 2021). Taken together, the Experiments (A) and (B) demonstrate the 

dichotomy of data volume and data age, resulting in the “volume vs. age” dilemma. 

Integrating the effects of data volume and data age, Experiment (C) focuses on the 

“volume vs. age” dilemma. The results show that more data is not always better, as the 

age of the data is a very critical factor. In fact, there can exist a tipping point where 

increasing data volume leads to poorer performance. While performance initially in-

creases as data volume increases by adding less recent data, the marginal benefit de-

creases. Performance can even decline despite an increase in data volume. Thus, the 

“volume vs. age” dilemma can not only lead to a reduction of the marginal benefit of 

increasing data volume but can even cancel it out. Thereby, our experiments show that 

the diminishing marginal benefit may not be solely due to a saturation regarding data 

volume – as indicated by Chen et al. (2017) – but also due to the age of the data. Con-

sequently, in some cases, less data can yield better results. For this reason, temporal 

effects, such as outdated data or concept drift, emerge as critical factors. Thus, practi-

tioners should carefully consider whether less recent data is actually helpful and con-

tributes to performance. Summing up, both facets of the dilemma – data volume and 

data age – need to be weighted in terms of their potential to improve decision making. 

Differentiating specific aspects within the textual data, Experiment (D) allows a 

more nuanced analysis of the “volume vs. age” dilemma. The results show that aspects 

within the textual customer reviews can exhibit different effects and influence perfor-

mance differently. For some aspects, additional data positively contributes to perfor-

mance while hindering the performance for others. For instance, with respect to the 

aspect Location, performance improves when increasing data volume regarding this 

aspect. Regarding the aspect Food, however, performance decreases when adding less 

recent data. Thus, our findings advocate for a nuanced consideration of data on individ-

ual aspects within textual data. As our study shows, differentiating aspects and incor-

porating the respective insights into the selection of training data can leverage perfor-

mance and outperform any data selection strategy not considering the aspect-level. 

Different features of data can age at different rates (cf. Heinrich and Klier, 2015; 

Klier et al., 2021), which is also true for textual data and the underlying aspects. When 

using textual data, temporal effects should be considered at the aspect-level. A system-

atic evaluation of aspects – and in particular the effect of their age – can guide decision 

makers as to whether the performance of data-driven decision making benefits or suf-

fers from the inclusion of more but less recent data. Data selection should therefore be 

tailored to the specific effects at the aspect-level. Ultimately, our results argue in favor 

of moving away from undifferentiated data selection strategies and taking a closer look 

at the underlying data. Indeed, a nuanced, aspect-driven analysis and selection of input 

data paves the way for improving the performance of data-driven decision making. 

5.2 Limitations and Future Work 

While our study provides first valuable insights into the “volume vs. age” dilemma, 

there are limitations that warrant acknowledgement and open avenues for future re-

search. First, this primary exploratory study is dedicated to one application area of data-



 

 

driven decision making and is based on a single dataset and a single model. Thus, future 

research should expand this scope and investigate the “volume vs. age” dilemma for 

other datasets, data-driven tasks, and models. Moreover, as the observed effects may 

differ between different application areas, it is crucial to expand the significance and 

generalizability of our findings by ruling out possible confounding variables and work-

ing in a hypothesis-driven manner with different datasets. Second, this study was the 

first to examine the “volume vs. age” dilemma at a more granular level and found that 

the five clusters of similar aspects within textual customer reviews have different ef-

fects. However, we do not yet differentiate between the individual aspects but consid-

ered five clusters. Thus, future research should explore the intricate landscape of textual 

data by meticulously investigating the “volume vs. age” dilemma at the level of indi-

vidual aspects to gain insight into even more nuanced effects and ultimately understand 

how different aspects contribute to overall performance in different contexts. 

Other promising directions for future research involve the design of data quality 

metrics to be able to assess age-related effects of data, such as currency (Klier et al., 

2021) and concept drift (Agrahari and Singh, 2022), particularly at the aspect-level of 

textual data. Integrating such metrics into the decision making calculus of machine 

learning methods (cf. Hristova, 2014; Firouzian et al., 2019) seems to be a promising 

way to tackle the “volume vs. age” dilemma. Indeed, by incorporating fine-grained age-

related effects, future research has the potential to support data-driven decision making 

with more robust tools for navigating the dynamics in an ever-changing environment. 

5.3 Conclusion 

In the field of data-driven decision making, the common belief that more data leads to 

better results usually leads to all available data being used to derive the best possible 

decisions. However, the age of data can strongly affect the decisions derived from it. 

Consequently, the desire for larger data volume and at the same time contemporary data 

leads to the “volume vs. age” dilemma, which has not yet been sufficiently researched. 

In this paper, we rigorously investigate the “volume vs. age” dilemma for textual data 

using four experiments with real-world data containing customer reviews from the Yelp 

platform. We contribute to theory and practice in two ways. First, our results show that 

more data is not always better. In fact, there can be a tipping point where increasing 

data volume by adding less recent data worsen the results. Second, we are the first to 

delve deeper into the “volume vs. age” dilemma not only for textual data but also con-

ducting analyses at the aspect-level. The results show that effectively dealing with the 

“volume vs. age” dilemma for textual data requires a differentiated view at the aspect-

level, which paves the way for more sophisticated training data selection strategies that 

can significantly outperform existing practices. Overall, the age of data is not just a 

number, but a critical factor for data-driven decision making. 
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