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ABSTRACT 

Increasing attention is being paid to the challenges of how 
artificial intelligence (AI)-based systems offer 
explanations to users. Explanation capabilities developed 
for older logic-based systems still have relevance, but new 
thinking is needed in designing explanations and other 
discourse strategies for new forms of AI that include 
machine learning. In this work-in-progress paper we show 
how a communicative action design framework can be 
used to design an AI-based system’s interface to achieve 
desired goals. The applicability of the framework is 
demonstrated with an interface for an intelligent video 
surveillance system for reducing railway suicide. The 
communicative action framework is an important step in 
theory development for human-computer interaction with 
AI as used in the information systems domain. 

Keywords 
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human-computer interaction, communicative action 

INTRODUCTION 

The deployment of artificial intelligence (AI)-based 
systems in organizations and for personal use is increasing 
rapidly and contributing significantly to the revolutionary 
transformations occurring in our societies. Thus, 
interactions between humans and AI-based systems 
become increasingly important (Brynjolfsson & McAfee, 
2016). However, there are ongoing issues with AI-human 
interaction, allowing humans to understand and trust the 
actions taken by AI-based systems and engage in 
collaborative decision making. Providing explanations is 
one form of support for users’ trust and understanding of 
intelligent systems (Gregor & Benbasat, 1999). However, 
providing explanations to justify an AI’s recommendations 

 
1 A pseudonym. 

is difficult with machine learning (ML) systems now in 
common use, leading to a potential lack of trust by users in 
such “black boxes” (Knight, 2017; Guidotti et al., 2019). 
There is an accompanying increase in interest in what is 
now termed “explainable AI” (Mittelstadt et al., 2019; 
Gunning, 2018).  However, it is not clear that lessons 
learned in the past with explanations in older forms of AI, 
such as expert systems, are being heeded as much as they 
could be. On the other hand, full transparency from 
explanations may not be required when the main goal is 
efficiency and effectiveness and may even be harmful (e.g. 
see Weller, 2017). Further, going beyond explanations, 
some systems may utilize influencing techniques to guide 
users in certain ways and some may invoke affective 
responses to aid the communication process.    

Against this background we propose that further theory 
development is needed for the design of the discourse 
strategies that are evidenced in the interaction of AI with 
human users. Specifically, we propose theory building that 
draws on Habermas’ theory of communicative action 
(Habermas, 1984) as well as prior theoretical and empirical 
work. In this work-in-progress paper we demonstrate how 
our new communicative action (CA) framework can be 
used to improve the design of an AI-based system’s 
interface, with an exemplar case of an intelligent video 
surveillance system aimed at reducing railway suicide in a 
metropolitan railway network (MetTrains1). 

The paper proceeds by giving an overview of the literature 
on explanations and other discourse strategies for AI-based 
systems. This is followed by an outline of the new CA 
design framework. The context of the application case is 
then described, including both the railway suicide case 
study background and the capabilities of intelligent 
surveillance systems. The application of the CA framework 
follows, along with our conclusions. 
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CONCEPTUAL BACKGROUND – AI-BASED SYSTEMS 
AND DISCOURSE STRATEGIES 

We use the concept of AI-based systems in a broad sense 
to include systems with a range of abilities, congruent with 
prior concepts such as intelligent system (Gönül et al., 
2006; Gregor & Benbasat, 1999). We follow Gregor & 
Benbasat (1999) in defining intelligent systems as 
“information systems with an “intelligent" or "knowledge 
component“. In the remainder of the paper, we refer to AI-
based systems as subsuming all types of systems, such as 
expert systems, decision support systems (DSS), 
recommender agents, conversational agents, and business 
intelligence and analytics systems independent of the 
underlying technology. 

Users and AI-based systems can work together to engage 
in intelligent activities. To do so, they require specific 
functionalities that allow for the communication between 
human and machine. Importantly, some systems have 
functionalities that can provide explanations of how they 
arrived at a recommendation. Explanations have long been 
an essential and valued feature of AI-based systems 
because, by making the operation of the system transparent 
to the user, they can increase acceptance of the system and 
their trust in the advice provided (Hayes-Roth & 
Jacobstein, 1994). In their seminal article, Gregor & 
Benbasat (1999) provided a comprehensive review of 
empirical studies involving explanations for knowledge-
based systems, including rule-based expert systems. Their 
article proposed an organizing framework and concluded 
that explanations, when suitably designed, led to improved 
performance and learning, and more positive perceptions 
of a system by users. We build on the Gregor and Benbasat 
framework as a foundation for our work. The interaction 
between users and AI-based system occurs in a context that 
includes the task the user is engaged in, their goals, and 
their broader environment. Providing explanations is one 
strategy that system designers can instantiate for such 
interactions in order to achieve a dedicated outcome (e.g., 
increase performance or trust by the user). In 
communication theory, discourse strategy relates to the 
“nature of the message” passing between the 
communicators in a given context (see Powers, 1995). In 
our context, these discourse strategies are instantiated in 
dedicated capabilities of the AI-based system. We use the 
term “capability” in the sense of Markus et al. (2002) to 
refer to the ability of the system to provide a certain 
functionality, e.g. a design feature can provide an 
explanation on how the AI-based system arrives at a 
recommendation. 

NEW COMMUNICATIVE ACTION FRAMEWORK FOR 
DESGINING HUMAN – AI-BASED SYSTEM 
INTERACTION 

The CA framework is part of a new design theory 
developed by the authors. The design theory proposes five 
discourse strategies with accompanying capabilities that 
can be used across a broad range of AI-based systems to 
achieve desired goals. It is important to note that the CA 

framework proposes discourse strategies from the AI 
perspective (i.e. the AI-based system can apply these 
strategies for the interaction with the human user). These 
discourse strategies have their origin in Habermas’ theory 
of Communicative Action (Habermas, 1984). In the 
following, we introduce the five discourse strategies and 
give pointers on how we adapted the theory by Habermas 
(1984) to suit our human - AI-based system interaction 
context on the basis of prior theory and empirical work: 

1) Instrumental. The goal of this discourse strategy is to 
allow for accurate, effective, and efficient 
performance. As long as the AI-based system gives 
accurate and intelligible directions to the human, then 
the system effectively achieves it goals. Justificatory 
theory is drawn from the field of human-computer 
interaction in general (e.g. Shneiderman & Plaisant, 
2010). An example is the interface in a satellite 
navigation system in a car giving directions to the 
human driver. 

2) Influencing. The goal is to achieve a course of action 
that benefits the AI-based system (i.e. its designers / 
owners) and that may or may not be of benefit to 
human users. Moreover, applying deceptions by the 
AI-based system is a possibility here as well. 
Justificatory theory includes theory of persuasion, e.g. 
the elaboration likelihood model (Petty & Cacioppo, 
1986) and cognitive bias theory (Thaler & Sunstein, 
2009). An example is a decision support system that 
influences users’ investment decisions in a certain 
direction (Looney & Hardin, 2009).  

3) Dramatic. The goal of this discourse strategy is to 
present a stylized representation of the AI-based 
system to the human user in order to impact user’s 
affective perceptions. Justificatory theory for this 
strategy includes the computers are social actors 
paradigm (Nass et al., 1994). An example is the 
human-like representation of an avatar for an 
recommender agent (Hess et al., 2009). 

4) Normative. The goal is to achieve a course of action 
that encourages or enforces compliance to societal, 
organizational or other norms. Justificatory theory 
includes social-norms theory (Schultz et al., 2007). An 
example is a decision support system that utilizes 
weather forecasts and other information, including 
government policy, in planning winter road 
maintenance (Pisano et al., 2004).  

5) Social. The goal of this discourse strategy is to make 
arguments transparent and justifiable to allow all 
involved actors (i.e. AI-based system(s) and human 
user(s)) to reach understanding and achieve 
coordinated action. Justificatory theory includes 
Toulmin’s model of argumentation (Toulmin et al., 
1984) and cognitive learning theory (Anderson, 1990). 
An example is a medical decision support system for 
managing hypertension that provides explanations 
based on varied sources (Shankar et al., 2001).   

In order to provide evidence of the validity of the proposed 
CA framework, we reviewed existing research on AI-based 
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systems to identify empirical support for the use of all five 
discourse strategies and overarching principles that 
connected their use. We found exemplar research across a 
number of sub-classes of AI-based systems instantiating at 
least one of the five discourse strategies (see examples in 
the list of the five strategies). There was also support for 
the overarching principles, with, for example, 
“explanations” in the social strategy leading to improved 
outcomes in many situations.  

EXAMPLAR APPLICATION: APPLYING THE 
FRAMEWORK TO SOLVE A REAL-WORLD PROBLEM 

We demonstrate the applicability of the proposed CA 
framework in a study concerned with suicide prevention at 
MetTrains. Suicides on railway systems are a serious 
problem world-wide. Suicides and attempted suicide 
impact not only the individuals involved, but also 
bystanders, railway staff and the travelling public. 
Research into measures to prevent suicide are ongoing. A 
meta-analysis by Havârneanu et al. (2015) indicates that 
measures with significant supporting evidence include: 
deterrence (platform screen doors, physical barriers, 
calming blue light, appropriate media reporting); detection 
(monitoring and detection system, surveillance unit); and 
response (pits between rails, staff training to approach 
people). MetTrains aims at continuing to reduce the 
incidence of suicide by train on its rail network and to this 
end has entered into a research collaboration to investigate 
how intelligent video surveillance can be employed to 
improve the detection of suspicious behaviour and allow 
effective response measures. The study had five phases: 

1) Analysis and understanding of the work system into 
which the AI was to be introduced. 

2) Analysis and understanding of the nature of the AI to 
be used, namely an AI classification system.  

3) Use of the CA framework as a guide in a search to 
identify work on relevant interface capabilities, giving 
a “menu” of ideas for interface design. 

4) A collaborative design workshop with stakeholders, 
using the “menu” as a base for idea stimulation but 
also allowing for new ideas from the users to emerge.  

5) Design synthesis using the CA framework as an 
organizing device to show the features that the 
interface for a prototype Video Analytics (VAN) 
system would possess. 

It should be noted that the design process we employed did 
not arise as a matter of course. A prior attempt by other 
project team members did not undertake phases 1 and 2 
fully, or use the CA framework, and the first attempt at an 
interface design had a number of issues. For example, an 
indicator of the degree of risk of an alert showed “certain” 
as one end point of a continuum, an outcome which is not 
possible with this ML classification system and which is 
misleading to MetTrains staff.   

Phase 1 – MetTrains Work Systems 

Our case study organization, MetTrains, has a number of 
preventative measures already in place, including a high 
level of fencing of railway corridors, visible staff presence 
at many railway stations and a Security Control Centre 
(SCC) that coordinates communication and responses by 
station staff, police and ambulance when there is an alert. 
Analysis of incidents in the MetTrains database shows that 
the SCC systems and processes are already effective in 
preventing suicides. In cases where there is an alert of 
suspicious behaviour by staff or members of the public, 
responses such as approach, physical restraint and stopping 
of trains can be deployed. SCC personnel use closed-circuit 
television (CCTV) to monitor the situation in many cases. 
The systems appear to be working well. For example, in 
2018 there were only 12 completed suicides and yet 103 
cases of “prevention”, where an individual attempted self-
harm through contact with a train but was stopped in time 
to avoid injury. The conclusion from this part of the study 
was that a new system, at least in the prototype stage, 
would be an “add-on” to the main system, with the new 
system assisting by identifying serious risks, then passing 
processing control to the existing systems. 

Phase 2 - Classification Systems 

Our specific application case is intelligent machine 
surveillance, which is an example of ML used to classify 
human behaviour (suspicious or non-suspicious). 
Classification systems are an important type of ML, and 
also include applications such as fraud detection, or 
detection of objectionable content on the web (Martens & 
Provost, 2014). Often the suspicious events detected by 
surveillance systems will be very small in number (rare), 
compared with the number of normal events. 

In the video surveillance context, human operators are 
often able to judge from the live CCTV if an event is truly 
suspicious once they are notified of it. However, they are 
poor at monitoring video feeds for long periods without 
their attention waning. In this case the AI-based system 
serves by giving a “tap on the shoulder”, and the human is 
the decision maker. The AI-based system, however, should 
still provide pertinent information in a well-designed 
interface.   

Phase 3 - Ideas Search 

In the third phase, relevant literature was searched for prior 
empirical work that could inform the design of the interface 
for the proposed video surveillance system. The CA 
framework was used as a sensitizing device to locate prior 
interface capabilities that otherwise may have been missed. 

Surprisingly, the extant literature on interfaces for 
surveillance systems is sparse. For intelligent video 
surveillance systems, Suss et al. (2015) note that work 
“seems to focus on technological advancements and 
largely ignores how automation will affect the human 
CCTV operator” (p. 1). An interface for an earthquake 
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surveillance system in California provides details such as 
the location and magnitude of the suspected earthquake, 
plus an indicator of the warning’s “accuracy”: e.g. 97% 
(Faulkner et al., 2014). A system available commercially 
shows the CCTV image with the incident of interest plus a 
label: e.g. “presence in danger zone” (aitek, 2019).  

Comparing prior work with the CA framework shows that 
interface designers all adopted instrumental strategies and 
that social strategies were employed to some degree. The 
social strategies included a basic form of explanation in the 
labelling of the type of suspicious behaviour that was the 
reason for the alert. Designers also included indicators of 
the systems performance, with reference to accuracy, 
sensitivity and true positives. In terms of Toulmin’s model 
of argumentation, this information is a “qualifier” that 
reflects the degree of confidence in moving from grounds 
to a conclusion (Toulmin et al., 1984).  

Phase 4 – Collaborative Design  

In this phase a workshop was held with staff at MetTrains, 
with an initial session discussing findings of phases 1 to 3, 
then a design session of 1.5 hours with a ‘collaborative 
sketching’ approach (Sangiorgi et al., 2012). Seven staff 
members from the MetTrains SCC took part. They were 
receptive to the findings of phases 1 to 3, with a comment 
from the SCC manager “you cannot treat AI like other IT”.  

For the design session they were given a scenario in which 
the prototype system would be used and then the 
instructions on how to perform this session. Both of the two 
design groups chose to include basic informative content 
(following an instrumental discourse strategy), including 
location and time and the video capture. Both groups 
wanted the suspicious activity labelled: e.g., loitering (a 
simple form of explanation from the social strategy).  

Phase 5 – Design Synthesis 

A check was made of the use of the CA framework by 
working through it with a senior analyst to see if it was 
understandable and prompted any more ideas. The 
framework was understandable. The analyst reiterated 
there was no need for an influencing or normative 
discourse strategy. Moreover, there was no need for a 
dramatic discourse strategy, in the sense of personalization, 
except that loud “beeping” by the AI-based system was 
important when a detection alarm came in, as the 
environment the operators work in is very crowded and 
noisy. A feeling that the AI-based system is excited or 
alarmed would be good. It was acceptable to give the 
system a name, e.g. VAN, which suggests a human-type 
actor (Nass et al., 1995) 

A report of the workshop activities and the interface design 
has been passed back to MetTrains for checking and it has 
been decided to proceed with the prototype development 
based on the design produced. 

DISCUSSION AND CONCLUSIONS 

This work-in-progress study demonstrates the applicability 
of a new design framework for discourse strategies for AI-
based systems. It first gives an overview of the proposed 
design framework, which has five design principles and 
four overarching principles, based on an adaption of 
Habermas’s theory of communicative action for the human 
- AI-based system interaction context. Second, the paper 
shows the exemplar application of the CA framework in 
the development of an interface for a video surveillance 
system for suicide prevention at MetTrains. The MetTrains 
application case shows that the CA framework can be used 
as a sensitising device in an initial search for design ideas 
in prior literature. These design ideas can then form a base 
for a collaborative design exercise with stakeholders to 
produce prototype designs. Moreover, the framework can 
then be used as a checklist to work through a prototype 
design with stakeholders to ensure that no capabilities have 
been missed, before design synthesis occurs. The 
advantage of the CA framework is that it provides an 
opportunity to identify a wide range of design ideas that 
could be relevant for an AI-based system interface. Our 
case study showed that the prototype developed included 
capabilities not present in a prior attempt that did not use 
the CA framework.  

Several avenues for further work exist. Apart from further 
refinement of the interface in the MetTrains case, the CA 
framework should be validated in other application areas. 
In addition, there is an opportunity to investigate the 
application and potential improvement of the CA 
framework with researchers as well as practitioners in 
further studies. Especially the understanding and resulting 
instantiation of the proposed design principles in actual AI-
based systems by designers will be an interesting case to 
investigate how design knowledge from IS research can be 
adapted to real world problems.  
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