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Abstract 

Recent trends in AI development, exemplified by innovations like automated machine 
learning and generative AI, have significantly increased the bottom-up organizational 
deployment of AI. No- and low-code AI tools empower domain experts to develop AI and 
thus foster organizational innovation. At the same time, the inherent opaqueness of AI, 
complemented by the abandonment of requirement to follow rigorous IS development and 
implementation methods, implies a loss of oversight over the IT for individual domain 
experts and their organization, and inability to account for the regulatory requirements on 
AI use. We build on expert knowledge of no- and low-code AI deployment in different types 
of organizations, and the emerging theorizing on weakly structured systems (WSS) to argue 
that conventional methods of software engineering and IS deployment can’t help 
organizations harness the risks of innovation-fostering bottom-up developments of ML 
tools by domain experts. In this research in progress paper we review the inherent risks 
and limitations of AI - opacity, explainability, bias, and controllability - in the context of 
ethical and regulatory requirements. We argue that maintaining human oversight is pivotal 
for the bottom-up ML developments to remain “under control” and suggest directions for 
future research on how to balance the innovation potential and risk in bottom-up ML 
development projects. 

Keywords:  AI, Bottom-up development, domain experts, low-code, no-code, autoML. 
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Introduction 

Artificial intelligence (AI) has pushed the boundaries of what was once thought possible, experiencing a 
remarkable surge in adoption across the business landscape (Chui and Malhotra 2018). Machine learning 
(ML), in particular, is rapidly emerging as the heart of enterprise data science (Burt 2018). Nonetheless, it 
is crucial to acknowledge that AI and ML stand apart significantly from traditional algorithmic information 
systems (IS) in how the two breeds of technologies are developed, implemented, and maintained. 
Traditional IS are built on the foundation of unambiguous algorithmic logic developed by humans analyzing 
business processes. In contrast AI leverages data to construct ML models, where decision rules often elude 
human comprehension, rendering AI somewhat opaque to a black box (Castelvecchi 2016). These 
distinctions have not only fostered skepticism within society but also prompted swift responses from 
regulators worldwide, leading to the drafting of new AI regulations such as the European Union's (EU) AI 
Act (European Commission 2021). These regulatory efforts aim to ensure the safety, ethics, and reliability 
of AI systems as the reliance of society and economy on artificial agents continues to escalate. Considering 
this expanding dependence, it becomes essential to investigate consequences and risks associated with how 
AI systems are developed and deployed (Osoba and Welser IV 2017). 

Until now, the development of IS has been led by experts. In the case of AI systems development, AI experts 
are responsible for tasks like data preprocessing, algorithm selection, feature determination, and defining 
hyperparameters. Consequently, it is reasonable to assume that AI experts possess a comprehensive 
understanding of the limitations inherent in AI systems and have the capacity to shape “proper” learning 
of ML from specific datasets. Furthermore, regulatory efforts have primarily centered on these expert-
driven, top-down structures to enforce compliance. However, even in the case of expert-driven AI 
development, the traditional ISD methods can’t be applied in their entirety, resulting in gaps and 
uncertainties when it comes to such tasks as system testing, certification, governance. 

The emergence of user-friendly, no- and low-code AI development platforms like AutoML, allows non-IS- 
or data-professionals to craft AI models with just a few clicks in graphical user interfaces (GUIs) 
(Xanthopoulos et al. 2020). On the one hand, the emergence of such platforms promises to bring data 
science to a broader audience of non-AI specialists. On the other hand, the possibility to develop AI models 
with minimal understanding of and control over the development process (Polzer and Thalmann 2022) 
opens a pandora box of “AI out of control” (Fomin and Mosakas 2023). The skepticism and risks associated 
with developing AI systems by professionals are simply exacerbated with the introduction of no- and low-
code platforms for ML. Algorithmic IS can always be controlled for bias (errors) by cross-checking the input 
and output data against a predefined set of instructions (Kalman 1960a). In essence, for system users, the 
ability to mitigate execution bias becomes an insurmountable challenge. One of the primary reasons behind 
this inability to exert control lies in the fact that unlike the traditional IS, the algorithmic logic of which is 
“frozen” by the developers, ML systems continue to “learn” - to improve its execution logic (Lyytinen et al. 
2020), sometimes at speed which by far outpaces the human ability to keep track of it. 

While bottom-up software development by non-experts has traditionally been supported by no- or low-code 
tools, it primarily served individual decision support, thus requiring from the organizational management 
little caution to the risk, ethics or HCI issues. However, recent trends in organizational computing 
necessitate reconsidering the risks and issues associated with the bottom-up IT development and 
deployment phenomena: the already visible trends of increased significance and integration of AI within 
organizational processes, the growing proliferation of no- or low-code tools for AI development, and, as a 
result, the bypassing of established rigorous and control-centric patterns of interaction between IT experts, 
the company management, and the domain experts in the development and deployment of (individually 
engineered) IT solutions. The recent theorizing on weakly structured systems (WSS) (Fomin et al. 2023) 
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suggest the bottom-up initiatives “rewrite” organizational rules on IT use, thus challenging organizational 
ability and accountability to risk-, ethics-, and oversight-related controls. 

Consequently, we assert that the dual shift to 1) different computational paradigm and 2) different 
organizational approach to IS development, changes the socio-technical dynamics between business 
processes and IT and introduces challenges for the management of IT, on the one hand, and the regulatory 
requirements for risk and bias management, on the other hand. To address these challenges, novel 
theoretical and managerial approaches to bottom-up ML development are required, these recognizing the 
weakly structured nature (Fomin et al. 2023) of the development and implementation processes, and 
focused on specialized training for employees involved in the development and deployment of such systems. 

Bottom-UP software development based on ML 

In classical software engineering for algorithmic systems, domain experts and requirements engineers 
collaborate to analyze business processes, identify pertinent elements, and recognize recurring patterns 
that need to be incorporated into the planned IS. In conjunction with system engineers, they formalize their 
gained knowledge through the creation of models that outline the functionality of the IS. Formal 
specifications such as ERM, BPMN or UML models then serve as the blueprint for the implementation 
team, guiding them in the construction of the IS. Additionally, these models constitute the foundational 
framework for various IT risk management endeavors, including IT audits. This process relies heavily on 
human involvement and follows well-established principles. Over time, a range of productivity tools, such 
as code repositories or code sharing platforms, and software engineering methodologies, such as the 
Waterfall or Scrum approach, have emerged to facilitate and enhance these practices. 

Another significant stream of algorithmic system development involves the utilization of no- or low-code 
tools, designed with the intention of empowering domain experts (Luo et al. 2021). In this approach, 
domain experts formalize the requirements and functionalities of the envisaged IS by drawing upon their 
domain-specific expertise. These tools provide standardized interfaces that facilitate the easy expression of 
ideas, typically through user-friendly graphical interfaces and drag-and-drop functionality (Xanthopoulos 
et al. 2020). This process fundamentally relies on human knowledge and the capacity of individuals to 
translate their knowledge into model specifications for the no- or low-code system. The second phase 
involves automation through tools that undergo rigorous scrutiny to ensure the correct generation of code. 
Nonetheless, human software experts can readily validate the generated code and perform comprehensive 
checks and audits as an additional layer of quality assurance. 

AI systems rely on the underpinning of ML algorithms, which acquire knowledge from data and 
autonomously identify patterns within that data (Castelvecchi 2016). Consequently, data stemming from 
business processes serves as the input for these ML algorithms, enabling the automatic generation of AI 
models. A frequently acknowledged challenge in this context is the inherent opaqueness of AI, which often 
results in the development of black-box models (Castelvecchi 2016). However, within the domain of AI 
research, a multitude of approaches have been developed to keep control upon this process. These strategies 
encompass data preprocessing to identify and reduce biases, the in-depth interpretation and validation of 
generated models (e.g., through eXplainable AI or causality approaches) (Gashi et al. 2022), the 
comprehensive documentation of AI procedures (Königstorfer and Thalmann 2022), and even the 
establishment of AI audits (Polzer and Thalmann 2022). Consequently, while the entire process spanning 
from business processes to the construction of the IS is automated, it is possible for human experts to check 
and control this process. It's crucial to acknowledge, however, that this rigorous approach, characterized by 
human oversight, demands highly skilled experts, resources, and time. As such, it predominantly finds 
application in critical use cases where the stakes are high, and the imperative for transparency and 
accountability is paramount (Königstorfer and Thalmann 2020). 

Top Down AI development projects conducted by AI experts have recently been complemented by the 
growing trend of bottom-up ML development, enabled by tools like AutoML, which leverage no- or low-
code interfaces. The primary aim of these approaches is “to democratize data science” and empower domain 
experts (Hutter et al. 2019). Similar to classical no- or low-code development platforms, these tools aim to 
reduce the reliance on IT experts. Notably, there has been a recent surge in platforms marketed as “data 
science as a service,” which have gained popularity. From an organizational standpoint, these bottom-up 
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approaches foster innovations by unearthing hidden knowledge within organizational data, enabling 
domain experts to harness it for various purposes (Polzer and Thalmann 2022). 

The bottom-up, AutoML-based AI development by domain experts requires minimal to no prior ML 
knowledge. In contrast to algorithmic systems, where functionality can often be validated in advance, 
domain experts developing ML systems have limited or no visibility into the inner workings of this system 
(Polzer and Thalmann 2022), and the correctness of the produced ML model heavily depends on the quality 
and nature of the input data. Consequently, it can be inferred that domain experts with limited AI 
knowledge face substantial challenges in comprehending the evolving models and assimilating the newly 
created knowledge. Furthermore, monitoring and controlling this process pose significant challenges as 
well, including the high risk of introducing bias, given that data used for training were not “proofed” by data 
scientists. As the application of such systems within business processes generates new data which, in turn, 
are used to support the continued ML, biases contained within the original data, become reinforced. 

Figure 1 shows the three different approaches to system design and the implications for control of the 
process. Whereas the human has full control of the process in the traditional approach (visualized on the 
left), the human transfers the implementation of the conceptual model to a no- or low-code system 
(visualized in the middle) and finally all steps are transferred to the AutoML tool in our third scenario 
(visualized on the right). 

 

Figure 1.  Three different approaches to system design 
and the implications for control of the process 

 

The requirement of human oversight  

Since earliest times, humans have constructed and used technology to make their lives easier, but especially 
so to be in control in areas, where humans could not be in control (Lyytinen et al. 2020). Technology was 
always specialized and thus better in specific areas than humans, who are all-rounders (Grunwald, 2019). 
The narrow application of technology meant that questions of responsibility and control have been clearly 
distributed. The person or organization using the specific technology is responsible for technology-enabled 
actions - both prospectively and retrospectively. 

With the advent of AI systems, however, narrow specialization of the technique or technology is fading away 
and systems are being created that are more and more diverse, more and more broadly oriented than 
towards a very specific purpose and have a potential to exert an influence not only on individual users, but 
also on organizations and societies at large. Autonomous people can decide independently of the will of 
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others or other influences, they act in a self-determined way (EC AI HLEG 2019a). This value is of central 
importance for our societies, whether in private or professional contexts, and must be reflected on more 
intensively, especially in view of AI.  

At the same time, from the origins of management theory organizations were theorized as striving for 
control over individuals. Introduction of informational technologies only increased the possibilities and the 
drive for control (Zuboff 2015). The elusive boundaries of IT in the age of networked technologies, however, 
made it increasingly difficult to determine who is responsible for what and when. A call for the inclusion of 
ethical perspectives in connection with the advancing development of technology was voiced ever louder at 
each account of unexpected (and often negative) effects of IT on (or misuse of IT by) individuals, firms, and 
society at large (Coeckelbergh 2020; Kirchschläger 2021). 

Based on the central significance of human autonomy (Grimm and Hammele 2019) and according to the 
fundamental work on trustworthy AI by the HLEG-AI (2019a), the primacy of human action and human 
oversight is of central importance (Gremsl 2022). If humans were not adequately considered in the design 
of AI systems or the socio-technical systems within which people use AI, for example in organizations, their 
autonomy and self-determination could be seriously endangered in the face of technical paradigms. Human 
supervision has to ensure human autonomy in the socio-technical context and at the same time establish 
that attributions of responsibility remain possible. 

Particularly with the demand for human-centered AI, which is also comprehensively in line with 
fundamental rights, the question of how this can be ensured in the face of bottom-up AI development is 
becoming increasingly important. The emergence of no- and low-code AI systems requires rethinking (and 
adaptation) of previously established ethical and regulatory considerations. For example, the focus on 
domain experts changes the question of how best to ensure human oversight. Such a need has recently been 
articulated at the global level particularly frequently by the United Nations. 

Existing regulations (e. g. GDPR, AI-Act, which is in discussion (European Commission 2021)) are 
important factors in the humane use of AI systems, and at the same time imposing a requirement of 
organizational control over AI developments. In the case of bottom-up AI development, neither the 
existence of legal regulations, nor the traditional management and ISD methods can ensure human 
oversight in a comprehensive manner as the implementation of human oversight for each AI development 
or use case (Kloker et al. 2022). This is particularly evident from the perspective of WSS (Fomin et al. 2023), 
posing new challenges throughout the entire AI lifecycle. Whereas previous considerations of human 
oversight in AI development and use were focused on professional developers, when considering a bottom-
up development and WSS implementation cases, the focus is shifting towards domain experts. 

Challenges for future research 

Explainability challenge 

AI systems are based on models originating from ML algorithms that can be difficult to interpret and to 
ascertain the validity of the results. This lack of transparency can lead to a lack of trust in the AI systems 
and hinder their adoption in critical to human oversight domains such as healthcare or finance 
(Königstorfer and Thalmann 2020). The established research on technical aspects of eXplainable AI (XAI) 
needs to be extended with the social dimension, to account for how users can actively engage with the 
system to obtain explanations, ask questions, and explore alternative scenarios (Saeed and Omlin 2023). 
Interactive explanations can enhance humans’ ability to probe and validate the model’s decisions. 
Furthermore, criteria for evaluating the comprehensibility, fidelity, and usefulness of explanations must 
also be researched (Kloker et al. 2022). Better user-centric evaluation methods, such as user studies and 
surveys, to gather feedback on the perceived value and impact of explanations are also needed. 

There is often a trade-off between the accuracy and explainability of AI systems (Crook et al. 2023). More 
complex models may achieve higher accuracy but at the cost of reduced explainability. Research on how to 
find the right balance between accuracy and explainability is a challenge. Especially as this balance depends 
on user preferences and the use case itself. Moreover, AI is often deployed at scale, processing large amounts 
of data and making numerous predictions or decisions (Soklaski et al. 2022). Providing explanations for 
each individual output in a scalable and efficient manner can be a challenge, especially when dealing with 
real-time applications or high-throughput systems. 
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Decision-makers themselves can introduce biases while interpreting the results produced by the AI system 
(Rastogi et al. 2022). While designing explanations that are clear, concise, and tailored to the target 
audience is desirable, determining what is clear and concise for the community can be a challenge and may 
necessitate educating that audience.  

These challenges escalate significantly when AI systems are developed on no- or low-code platforms by 
domain experts within organizations (Schneider et al. 2023). Over time, these systems can begin to 
proliferate uncontrollably, producing results that may even be contradictory and difficult to validate by 
those other than the ones who developed them. Furthermore, AI models will evolve with time and input 
data, potentially starting to produce results that connect information that the user does not have access to 
or does not understand how to connect. This will mean that human learning will be harder to achieve in 
organizational environments that use self-evolving AI models (Mosqueira-Rey et al. 2023; Nimmi et al. 
2022). On the other hand, ensuring that all locally developed AI systems explain their results can have 
significant impacts on the speed and accuracy of decision-making in these sociotechnical systems, where 
human agents interact with AI agents to decide and carry-out tasks. 

The challenges listed above point to the need to explore techniques for generating model-agnostic 
explanations in no- or low-code ML systems. These techniques should allow for generating explanations for 
different types of AI models, regardless of their complexity or underlying algorithms. Additionally, the 
explanations should be understandable and meaningful to users with varying levels of technical expertise. 

Opacity challenge 

Closely related to the concept of explainability, the concept of opacity was defined as a situation when “ML 
and/or the number of different programmers involved renders an algorithm opaque even to the 
programmers.” (Etzioni and Etzioni 2016, p. 30). In the traditional computational systems (except for the 
cases when the algorithm is protected by patent) the computational results could have always been checked 
against the fixed set of instructions – the algorithm. In an ML system this kind of control cannot be 
established easily or at all. In other words, the system becomes a black box to the observer (Fomin and 
Astromskis 2023). 

The concept of the black box is juxtaposed to the two core principles of transparency of algorithmic systems: 
(1) the working principles of the system must be known to its creators, and (2) the working principles can 
be explained to other parties. Neither of the two transparency principles hold for AI systems, irrespective if 
they were developed according to rigorous ISD methods by professional data scientists or through a bottom-
up ML development effort. Following Ferretti and Blasimme (2018), it can be assumed that three types of 
opacity occur in bottom-up ML systems: (1) epistemic opacity, as it is not possible to have access to or there 
is not sufficient understanding of the rules governing the computational system, (2) explanatory opacity, 
as it is not clear why an artificial intelligence system provides a specific outcome, and (3) the lack of 
disclosure, as data subjects might be unaware that automated decision-making and profiling activities 
about them are being carried out. 

In the case of bottom-up ML development by domain experts, the opacity challenges become exacerbated 
as AI development is driven by organizational domain experts without a central management oversight. As 
the work of domain experts, more often than not, requires interlocking of tasks with one another, risks 
related to epistemic and explanatory opacity increase exponentially. This problem can be also seen as being 
reinforced by the nature of the AutoML-like platforms, the use of which eliminates the need for the domain 
expert to explicate the underlying principles of a business even to oneself, thus “pushing” the boundaries of 
the implicit knowledge deeper into the cognitive and further away from the normative domains, thus 
reducing human oversight over the principles of business processes and/or ethical considerations. The 
diminishing scope of formalized knowledge reinforces epistemic and explanatory opacity, leading to the 
creating of self-reinforcing vicious cycle of “loss of control”. 

Bias challenge 

For an AI system to produce reliable results, it must be first trained on large amounts of (training) data 
collected by sensors, IT or humans in real world settings. Big data sets from real world processes have a 
high probability to be messy and to contain biases. Hence, bias in training data will likely result in AI 
systems not being able to generalize well and possibly making unfair decisions that can favor some groups 
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over others (EC AI HLEG 2019b). Bias in data can occur due to historical, political, or technical factors that 
were in play when data were collected, causing the data to be insufficiently balanced or inclusive. 

Although scholars and data scientists understand the risks of imperfect data well and data preprocessing is 
the most important task in data science projects, the domain experts may not be aware of the problem and 
no- and low-code AI development platforms provide currently little support in this regard. Domain experts 
may not have either a knowledge of the requirements for or the possibility to determine what establishes a 
sufficiently large and/or bias-free dataset to complete the training process. In this age of explosive growth 
of data, especially user data collected from various internet sites, smartphone apps, and other sources, data 
has become a tradable good. As an easy way to obtain data for training AI systems, data acquisition from a 
third party carries risks of instilling data-related biases. However, even the use of company-owned data 
does not preclude sample, measurement, prejudice, or exclusion biases. As domain expert is likely to rely 
on third-party data, especially repurposed data, for the training, it will likely introduce a bias in the training 
data (Burkhardt et al. 2019), and hence improper learning and biased results are likely. 

Whether original or third-party data are used, to date there is no possibility of automatically controlling for 
bias in training data, as there are no standards or solutions to categorize, label, or assess data according to 
how they were collected and whether they are accessible, searchable, or findable (Kinder-Kurlanda 2019). 
This situation, on one hand, emphasizes the importance of human oversight in the process of building 
training datasets; on the other hand, it emphasizes the risks stemming from ML model development by 
domain experts. Data used for model development become an oxymoron - data at the same time can be the 
fuel and the destroying agent for AI systems. 

Controllability challenge 

Software engineering and IS research has evolved to develop and reply upon rigorous methods for software 
projects management, including control for risks, quality, resilience, among other (Bassetti et al. 2004). 
The concept of controllability was originally introduced by Kalman (1960) demanding that to control а 
system, one must be able to change inputs and must be able to measure the behavior of the system and the 
outputs (Kalman 1960). In organizational settings, Kalman’s (1960) mathematical conception of control 
over a system is extended to include interaction with the users of the system and manipulations with data 
and information, which serve as inputs or are produced as the outputs of the system. A general definition 
of control of IT systems in organizational settings can be found in the widely adopted COBIT framework1 of 
the IS Audit and Control Association (ISACA):2 “The policies, procedures, practices and organizational 
structures designed to provide reasonable assurance that business objectives will be achieved and that 
undesired events will be prevented or detected and corrected.” (Heschl 2016). 

The interlocking nature of business processes and expert knowledge was also reflected in the socio-technical 
design of traditional IS. With ML learning from data originating from business processes those boundaries 
are blurred as it is challenging for domain experts to interpret the arising black box models and to finally 
learn from them. As the traditional forms of management of an enterprise and technological control are 
similarly predicated upon the premises of functional simplification and closure, the complex interlocked 
nature of knowledge, processes, and technologies makes the control function problematic (Bassetti et al. 
2004, p. 462; Ciborra 2006). Further, as knowledge and risk are closely related, representing the opposites 
(Bassetti et al. 2004, p. 463), when moving from the traditional centralized IT development and 
implementation approach towards a bottom-up development based on the efforts of domain experts, the 
knowledge of the state of affairs cannot be anymore contained in a centralized manner, hence the 
organization losing its regulatory grip over the IT use (Fomin et al. 2023). 

With the rise of bottom-up ML development platforms, not only control over IT development and 
deployment becomes problematic at organizational level. As much as technology innovation creates new 
opportunities for the organization, in the informational age (Zuboff 1988) it creates risks in the society: the 
well-known phenomena of partisan development is the difficulty in finding the answer to the question “who 

 
1 COBIT (Control Objectives for Information and Related Technology) is a framework created by the ISACA for IT governance and 
management. It was designed to be a supportive tool for managers and allows bridging the crucial gap between technical issues, 
business risks, and control requirements. 

2 https://www.isaca.org  

https://www.isaca.org/
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is responsible?” (Bassetti et al. 2004). The democratization of AI development process as promised by 
AutoML “blurs the boundaries between the processes and activities that can be formally represented and 
the realm of ignorance” (Ciborra 2006), thus reducing the control-ability of the IT projects and increasing 
the enterprise- and societal risks. “The more sophisticated, integrated and standardized the technological 
platforms become, the more they tend to behave autonomously and drift” (Ciborra 2006). 

Discussion 

The recent theorizing on WSS implementation (Fomin et al. 2023) argues that IT systems void of embedded 
support for organizational workflows, when introduced in organizations without prior definition of rules on 
“what” and “how” with regard to the use of IT, will require “joint-regulation” processes - the bottom-up 
development or deployment must be complemented by top-down regulatory initiatives to establish a 
“regulatory belt” for the technology use. In this research in progress paper we suggest that previous research 
on WSS must be extended to theorize bottom-up AI development and deployment. Specifically, an 
important avenue for future research is in recognizing and accounting for multiplication of the development 
and deployment efforts and the required organizational efforts for retaining control and human oversight 
when centrally led IT development and deployment is replaced by bottom-up initiatives on the 
organizational scale. Further, also the usage of no- and low-code AI development platforms in non-CS 
research (here researchers are domain experts) poses many challenges and in particular those of 
reproducibility (Koenigstorfer et al. 2024). 

In this research in progress paper, we attempted to stay within the sociotechnical conceptualization of 
control-ability in the IT development, deployment, and use. With interlocking of business processes, the 
move towards cloud- and grid-technologies and data, and elusive boundaries of effects exerted by IT, the 
notions of “control of technology” and “human oversight over technology” depart from their original risk-
management and decision-making connotations to encompass much broader (and more elusive) contexts 
such as ethics, fundamental human rights, organizational ability to conform to regulatory requirements – 
all too important to be ignored and too broad to be addressed in a single research paper. 
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