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Abstract 

Artificial intelligence (AI)-based decision support systems (DSS) have been promoted for their high 
potential for many application domains. However, the adoption of such AI-based DSS is still low in practice. 
The AI-expert-centric development process and domain experts' challenges in exploring suitable AI use 
cases and communicating their requirements are major barriers for adoption. Automated Machine 
Learning (AutoML) is one approach to democratise AI, which could empower domain experts to explore AI 
use cases and better communicate with AI experts. However, as of now, little focus has been put on how 
AutoML is being used in the context of AI development processes. In this literature review, we investigate 
AutoML use cases and structure the results according to the CRISP-DM model. Based on the uncovered 
benefits and challenges of AutoML, we propose a research agenda with five major future research streams. 
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Introduction 

Advancements in the field of artificial intelligence (AI) and especially in machine learning (ML) have had 
an important impact on the development of decision support systems (DSS) (Thalmann, 2018). However, 
while AI systems1 are adopted in several application domains of DSS, there are still many use cases of AI in 
the context of DSS which lag behind. Challenges in AI adoption range from regulatory barriers (Königstorfer 
& Thalmann, 2020, 2022)technological and organisational to social and data-related barriers (Dwivedi et 
al., 2021). A pivotal point in developing AI systems is incorporating domain expertise into the design 
process of AI-based DSS systems. So far, the design process is centred around AI experts not only 
responsible for the development process but also for defining the scope of AI systems (Ozkaya, 2020). While 
domain experts such as e.g. engineers or operators have an in-depth understanding of the application 
domain of an AI-based DSS, they lack knowledge regarding AI capabilities in the complex development 
process. Thus, the development process usually requires an iterative back and forth between domain and 
AI experts to align the different knowledge requirements  (Zöller & Huber, 2021).  As a result, domain 
experts face challenges in identifying suitable use cases for AI-based DSS. Further communication barriers 
between domain experts and developers have often been cited as a critical challenge in the development of 
AI systems  (Bauer et al., 2020; Enholm et al., 2021; Kirschbaum et al., 2022; Westenberger et al., 2022).  

One stream of technological advancements that could empower domain experts and facilitate 
communication in AI projects is automated Machine Learning (AutoML). AutoML is a subfield of AI 
research that subsumes the methods aiming to automate at least to some extent all stages of the design and 
development of AI systems (Hutter et al., 2019). As such, AutoML aims to reduce tedious and repetitive 
tasks in the development of AI systems and offer easier access to powerful ML algorithms to people without 
in-depth AI/ML knowledge and, in doing so, democratise AI to a broader audience (Hutter et al., 2019). 

 

1 In this paper, the term AI systems will be used to refer to systems based on ML techniques rather than knowledge-
driven ones (e.g. expert systems). 
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Therefore, AutoML can be seen as an entry point for domain experts to familiarise themselves with ML 
models and AI-based DSS systems. Similar to productivity tools such as spreadsheet applications, domain 
experts could experiment and create first prototypical solutions for potential use cases in their daily work 
routines using AutoML tools without involving AI experts. The model created could facilitate 
communication in the professional development of AI systems (Karmaker et al., 2022). Although several 
commercial and open source AutoML applications and frameworks exist, e.g., auto-sklearn, H2O or Google 
Cloud AutoML, little research has focused on the utilisation perspective of AutoML in the context of the AI 
development process. As such this literature review aims to answer the research question: 

What are the current application cases of AutoML, and what are associated benefits and challenges? 

To answer this research, question a literature review was conducted. The next section focusses on the 
challenges in AI development and the role of AutoML in the AI development process. The third section 
describes the literature review's methodology, followed by the discussion of the results in the fourth section. 
Based on the findings from the literature review, the research agenda for AutoML is presented in the fifth 
section, followed by the paper's conclusion. 

Background 

Challenges in AI development 

Although a myriad of AI use cases has been noted in recent years across different industries and application 
domains (Bertolini et al., 2021; Loureiro et al., 2021), many companies still struggle to apply AI systems 
more broadly and outside of proof of concept and pilot stages (Dzhusupova et al., 2022). While traditional 
software engineering and in a broader sense IT project management has a long history of formalised 
development processes (Sommerville, 2011), these traditional processes cannot be transferred without 
adjustments to the development of AI systems  (Ozkaya, 2020). Specific characteristics of AI, such as the 
opaqueness (Guidotti et al., 2019), the probabilistic nature of learning-based AI systems (Laato et al., 2022), 
the necessity for high-quality data for the AI system development (Enholm et al., 2021; Z. Wan et al., 2020) 
are major issues for the technical development process. However, regulatory and ethical challenges also 
arise as such systems' testing and validation is considered very challenging (Baier et al., 2019; Ishikawa & 
Yoshioka, 2019; Z. Wan et al., 2020). 

Still, not only technical and regulatory issues pose a challenge to the development of AI systems. In their 
investigation of AI readiness, Jöhnk et al. (2021) identified five categories of organisational factors that 
influence the success of AI adoption. While technical aspects such as data quality and accessibility 
necessarily influence the success of AI development, the authors also highlight that strategic alignment, 
culture, resources and knowledge are important (Jöhnk et al., 2021). Similarly, Baier et al. (2019) showcase 
that besides technical challenges lacking know-how and communication with the users of the AI systems 
are major challenges in the deployment and operation of AI systems in practice. Additionally, Bauer et al. 
(2020) found that a primary challenge in the development and implementation of AI systems in small and 
medium-sized enterprises (SMEs) is the lack of basic ML capabilities and know-how for the use case 
definition as well as the implementation. As such, the lack of AI/ML knowledge is a frequently noted 
challenge for investigating and implementing potential AI use cases (Bauer et al., 2020; Enholm et al., 2021; 
Kirschbaum et al., 2022; Westenberger et al., 2022). Nevertheless, the success of AI use cases highly 
depends on the skills and knowledge of organisations’ employees (Enholm et al., 2021). It is critical not just 
for the identification and exploration of potential use cases, but also in the development of AI systems, as 
AI development processes usually require an iterative back and forth between domain experts who want to 
satisfy a specific business need and AI experts having the data science and AI development skills but are 
lacking knowledge of the application domain (Zöller & Huber, 2021). 

However, this issue has received little attention so far, as existing literature on the identification and 
adoption of AI use cases often assumes that companies already have some understanding and knowledge 
of AI (Kirschbaum et al., 2022). Some researchers suggest that AutoML might provide an easy way for 
domain experts to explore possible use cases (Crisan & Fiore-Gartland, 2021). This could be especially 
beneficial as domain experts provide expertise and context that is highly relevant in the context of DSS, yet 
AutoML cannot provide it (Xin et al., 2021). However, due to the easy and unrestricted access to powerful 
ML algorithms, also concerns regarding the possibility of automating bad decisions by non-experts have 
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been raised (Crisan & Fiore-Gartland, 2021; D. Wang et al., 2019). As such also important issues concerning 
fairness, accountability and transparency of AI systems might get overlooked. 

Additionally, research on appropriate AI development processes and AI project management in general is 
limited (Ishikawa & Yoshioka, 2019; Laato et al., 2022). Laato et al. (2022) investigated how to integrate 
ML into established software development approaches and concluded that existing software engineering 
approaches like the waterfall model or Scrum are considerably modified for ML use cases in practice. 
However, the authors also highlighted that more cyclical approaches might be promising to achieve a shared 
understanding and commitment between domain experts and developers (Laato et al., 2022). As such, 
AutoML might be utilised to overcome the current challenges of AI development processes. 

Crisp-DM  

As mentioned before no common approach for AI development projects or data science projects in general 
exists (Kolyshkina & Simoff, 2021). However, for the organisation of the results of our analysis of AutoML 
use cases, we draw upon the structure of the Cross-Industry Standard Process for Data Mining (CRISP-DM) 
model. Introduced in the late 1990s, CRISP-DM is an industry-independent and application agnostic 
process model for data mining (Chapman et al., 2000; Wirth & Hipp, 2000). Due to some drawbacks and 
limitations of the CRISP-DM model such as its inherent rigidity (Walcott & Ali, 2021) or the lack of updates 
that would help to better encompass newer technologies (Kolyshkina & Simoff, 2021; Schafer et al., 2018), 
several enhancement of the CRISP-DM model and novel methodologies such as the improved Analytics 
Solutions Unified Method for Data Mining (ASUM-DM) (Angée et al., 2018) or Lean Design Thinking 
Methodology for Machine Learning and Modern Data Projects (LDTM) (Ahmed et al., 2018) have been 
proposed. However, the CRISP-DM model is still one of the most used methodologies and is considered an 
industry standard  for data science projects (Ahmed et al., 2018; Kolyshkina & Simoff, 2021). 

The CRISP-DM model breaks down the data science project into six phases: Business Understanding, Data 
Understanding, Data Preparation, Modelling, Evaluation, and Deployment (Chapman et al., 2000). In 
the Business Understanding phase, project objectives and requirements are gathered. Key steps of this 
phase include determining the business objectives, situation assessment, and project planning. In the Data 
understanding phase, data is collected and explored including steps like the description and exploration of 
data as well as verifying the data quality. In the third phase, Data Preparation, the data is prepared for 
model training which includes steps such as selecting data by defining inclusion and exclusion criteria, 
cleaning and imputation of data, construction, merging and integration, as well as formatting data. The 
Modelling phase consists of four steps: selection of the modelling technique, development of the test design 
and the model and assessment of the model based on evaluation criteria. The Evaluation phase consists of 
planning the deployment, monitoring, maintenance, reporting, and documentation.  

AutoML 

AutoML is a subfield of AI research that subsumes the methods aiming to automate the design and 
development of ML systems (Hutter et al., 2019). Even as AutoML aims to make AI accessible for non-ML 
experts (domain experts), applying AutoML still requires human involvement in several vital steps, as well 
as basic knowledge of AI (Xin et al., 2021). AutoML research aims to democratise AI to non-experts by 
enabling domain experts to automatically build ML applications without the need to rely on data scientists 
or having in-depth statistical or AI/ML knowledge (He et al., 2021; Hutter et al., 2019). As such Karmaker 
et al. (2022) defined two major user groups of AutoML tools, namely domain experts who have in-depth 
knowledge of the domain in which ML is applied but limited knowledge of ML itself and data scientists who 
have in-depth knowledge of ML but limited knowledge of the domain where it is applied. Reaching the 
overall goal of AutoML to democratise AI would require research to focus on the utilisation and the design 
requirement perspective of AutoML tools, especially including the perspective of domain expert needs. 
However, as of now, the majority of AutoML research focuses on the development and improvements of 
algorithms to automate the ML pipeline, like hyperparameter optimisation (HPO), neural architecture 
search (NAS) or Combined Algorithm Selection and Hyper-parameter tuning (CASH). Reviews from the 
technical perspective of AutoML were published by He et al. (2021), Elshawi et al. (2019) and Zöller & 
Huber (2021). 
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Currently, several mature AutoML tools exist that rival and sometimes even outperform human experts 
(Hutter et al., 2019). Xin et al. (2021) categorise existing AutoML tools into three groups, Open-Source 
Software, Cloud Provider Solutions and AutoML Platforms (Xin et al., 2021):  

• Open-Source Software is characterised by a high level of flexibility which can easily be integrated into 
custom code. However, these tools usually run on their own computational resources and usually lack 
support in post-processing steps such as evaluation, deployment and monitoring of models. AutoML 
tools of this category are, for instance, libraries such as TPOT, autoKeras or H2O.  

• Prominent AutoML tools of the category Cloud Provider Solutions are, for instance, Google Cloud 
AutoML, Microsoft Azure or Amazon SageMaker Autopilot. These AutoML tools usually do not require 
computation resources as they are hosted by the cloud provider. Further, as they tend to encompass the 
entire ML pipeline and usually provide a no-code user interface (UI) such AutoML tools require less to 
no programming expertise. However, the system's internals are opaque to the user and thus often less 
configurable and transparent. 

• Compared to Cloud Provider Solutions, AutoML tools of the AutoML Platform group position 
themselves as turnkey AutoML solutions that provide more technical support and customizability in 
each stage of the ML pipeline, especially regarding model interpretability and deployment options. 
AutoML of this category is, for instance, DataRobot andH20Driverless. 

However, an in-depth investigation of how this plethora of AutoML tools can be utilised in practice is scarce. 
Xanthopoulos et al. (2020) provided an evaluation of AutoML tools from a user’s perspective. Further, 
existing research studied the perception of AI experts on automation in AI development, highlighting the 
benefits and limitations of utilising AutoML (D. Wang et al., 2019; Xin et al., 2021). Similarly, Crisan & 
Fiore-Gartland (2021) investigated the utilisation of AutoML in enterprises and identified three usage 
scenarios for AutoML; (1) the automation of routine tasks, (2) the fast exploration of potential data science 
solutions and (3) the ability to build AI systems by domain experts. Additionally, Karmaker et al. (2022) 
provide a review of which tasks of the ML pipeline have been automated as of now and how a potential end-
to-end ML pipeline for AI development would look like. Although, integrating AutoML as a facilitator into 
the AI development process has been stated in several studies (Bauer et al., 2020; Karmaker et al., 2022; 
D. Wang et al., 2019; Zöller & Huber, 2021), to the best of our knowledge no literature review exists that 
investigates the utilisation of AutoML by domain experts in the context of the AI development process.  

Methodology  

To answer the research question, a structured literature review, according to Webster and Watson was 
conducted, which consists of the three steps Identifying relevant literature, Structuring the review and 
Theoretical development (Webster & Watson, 2002). 

As the goal of this literature review was to showcase the utilisation of AutoML across domains, the literature 
search was performed in the Web of Science and Scopus databases. These two databases have been selected 
because both have an extensive corpus of multidisciplinary research, while strict selection criteria must be 
satisfied for articles to be listed in the databases. Due to the novelty of the topic, the query focused on papers 
published no later than January 2017 and listed in both databases by March 2022.  

To exhaust the exploration of any existing literature on AutoML use cases relevant keywords and search 
strings were defined. The main keywords included variations on the term AutoML such as “automated 
machine learning” or “automated ML”. As keywords that would indicate a specific application of AutoML 
terms and variations of the word “tool”, “software”, “application”, “library” or “package” were used. This 
resulted in 350 papers from the Scopus database and 126 papers in the Web of Science database. In the next 
step, an abstract scan was carried out to identify whether the extracted papers utilise an AutoML framework 
or application of AutoML was a central aspect of the paper. As such, all papers that focused on the 
development or optimisation of AutoML from a technical perspective were excluded. One paper was 
excluded because it was the only one that did not utilise AutoML for a supervised ML problem and thus did 
not fit into the comparison of the identified AutoML use cases. Further also short papers were excluded. 
After a forward-backwards scan, a total of 46 papers were considered for in-depth content analysis. 

In a second step, the review was structured in a concept-centric way. As a basis for this, the Crisp-DM 
process model has been utilised as a template for analysing the identified AutoML use cases. This allowed 
to analyse the identified literature based on an ideal-typical procedure of conducting a ML use case and to 
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showcase the differences in the approaches and documentation of the AutoML use cases. As suggested by 
Webster and Watson, this literature review also focused on the identification of knowledge gaps which 
became evident in the analysis of the literature (Webster & Watson, 2002). A discussion and elaboration 
on possible future research directions is presented in the Research agenda section. 

Discussion of results 

In this section, the results are discussed according to the phases of the CRISP-DM model. Regarding the 
fifth phase, Schröer et al. (2021) found in their investigation of reported CRISP-DM applications that the 
deployment phase is missing in most of the reviewed studies. This also became apparent in this literature 
review. Which is why reports on the last phase of the CRISP-DM model – Deployment – have been omitted 
from the discussion of results. All articles analysed in this literature review are: Agrapetidou et al., 2021; 
Antaki et al., 2020; Antaki et al., 2021; Arrogante-Funes et al., 2021; Ashraf et al., 2021; Bruzón et al., 2021; 
Cui et al., 2020; Czub et al., 2021; Dafflon et al., 2020; Faes et al., 2019; Fayez & Kurnaz, 2021; Feretzakis 
et al., 2021; Gomathi et al., 2022; Han et al., 2021; Howard et al., 2020; Ikemura et al., 2021; Ito et al., 
2021; Jiménez et al., 2020; Karaglani et al., 2020; Koh et al., 2021; Korot et al., 2021; Leduc & Assaf, 2020; 
Li et al., 2021; Mahima et al., 2021; Mena et al., 2022; Orlenko et al., 2020; Ou et al., 2021; Panagopoulou 
et al., 2021; Peng et al., 2022; Sawaki et al., 2019; Schulze-Brüninghoff et al., 2021; Sills et al., 2021; Smith 
et al., 2022; Stojadinovic et al., 2021; Su et al., 2020; Sun et al., 2021; Tran et al., 2020; Tsamardinos et al., 
2020; Tsiakmaki et al., 2020; K. W. Wan et al., 2021; S. Wang et al., 2020; P. Yang et al., 2021; H.-S. Yang 
et al., 2021; Q. Zhang et al., 2020; C. Zhang & Ye, 2021; Zhu et al., 2021. 

Business Understanding 

Although AutoML aims at the democratisation of data science, the literature review showed an especially 
strong utilisation of existing AutoML tools in medicine and life sciences, where we found 24 out of the 46 
analysed papers. The other prominent fields were environmental sciences (e.g., Arrogante-Funes et al., 
2021; Jiménez et al., 2020; Li et al., 2021; Sun et al., 2021), engineering (e.g., Q. Zhang et al., 2020; C. 
Zhang & Ye, 2021), chemistry (Tsamardinos et al., 2020; P. Yang et al., 2021) or energy (Ashraf et al., 2021; 
Mena et al., 2022). Still, most other use cases stem from a multidisciplinary background (e.g., Sawaki et al., 
2019; Schulze-Brüninghoff et al., 2021). 

The main objective of more than 80% of the reviewed use cases was to investigate possible new application 
cases of AutoML and ML models in their domain. As such, several studies examined the suitability of 
AutoML for predictions on domain-specific data and problem settings. For instance, Cui et al. (2020) 
investigated the suitability of AutoML for predicting scores of patients with nasopharyngeal carcinoma, 
while Koh et al. (2021) investigated the suitability of utilising AutoML for plant classification via remote 
sensing data. Additionally, several studies stated that they aimed to get faster results through the utilisation 
of AutoML, which could be beneficial, especially in the medical domain, for the timely treatment of patients 
(e.g., Feretzakis et al., 2021; Sills et al., 2021) or could provide a diagnosis based on data that could be 
gathered with less invasive procedures on the patients (Peng et al., 2022). Besides investigating new use 
cases for AutoML and ML in general, several studies focused on the investigation of the feasibility of 
AutoML tools to be utilised by domain experts without AI expertise (e.g., Antaki et al., 2020; Faes et al., 
2019; Ou et al., 2021) or the comparison between traditionally engineered AI systems and results of the 
utilisation of AutoML (e.g., Mahima et al., 2021; S. Wang et al., 2020). Current AutoML applications are 
mainly developed for supervised ML problems. Approximately three-quarters of the reviewed papers 
focused on classification problems in their use cases. Only in nine articles AutoML was utilised for 
regression problems. Tsiakmaki et al. (2020) as well as Koh et al. (2021) used AutoML for classification and 
regression models. Additionally, S. Wang et al. (2020) utilised AutoML for classification and object 
detection in the context of the detection of breast lesions. 

In summary, the analysis of the Business Understanding phase showcased that current AutoML tools are 
used in many different backgrounds and for diverse tasks. Deriving from the mostly missing stated intent, 
most of the published papers did not expect their use cases to be implemented for a broader user base. As 
such, the reported findings could mostly be considered an exploration of how to utilise AutoML for domain-
specific problems or early proof of concept reports. This is also reflected in the reported use of AutoML by 
AI experts, where AutoML is often used in the early AI development stages for exploration (Crisan & Fiore-
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Gartland, 2021; Xin et al., 2021). Furthermore, the analysis of the data mining goals found rather vague 
reported goals, which could be an indicator that the analysed use cases had a rather investigative purpose 
and that the authors might not necessarily have in-depth AI expertise to formulate the desired data mining 
goals clearly. Thus, also the lack of in-depth documentation in this step of the CRISP-DM is understandable, 
as most publications were more concerned with providing a first proof of concept.    

Data understanding 

The investigation of the Data Understanding phase showed that most papers utilised already existing data 
sets. In the medical domain, the initial data collection was usually extracted as retrospective studies (e.g., 
Feretzakis et al., 2021; Ito et al., 2021). About a third of the examined papers used publicly available data 
(e.g., Han et al., 2021; Zhu et al., 2021) or data sets that were made available specifically for the purpose of 
the studies (Howard et al., 2020; C. Zhang & Ye, 2021). In only eight investigated AutoML use cases, the 
data was collected specifically for the purpose of the papers (e.g., Leduc & Assaf, 2020; Sawaki et al., 2019). 

Around half of the AutoML use cases were applied to structured data (e.g., Ashraf et al., 2021; Tsiakmaki et 
al., 2020), while the second most used data format was image data in approx. a third of all use cases (e.g., 
Antaki et al., 2021; Li et al., 2021). However, there are only a few use cases on other data types, such as text 
(Howard et al., 2020), multitemporal data (Arrogante-Funes et al., 2021) or video (Smith et al., 2022).  

While most of the analysed papers describe the surface properties of the initial data sets similar to the 
suggestions of CRISP-DM, the level of detail varies widely. As such, some only reference the origin of the 
data set used, but do not provide any description of what subset of the data was used (Han et al., 2021). In 
contrast to the description of the data sets’ surface information, just around two-thirds of all examined 
papers additionally provide some exploration of the data sets used, which in most cases consist of basic 
descriptive statistics of the most important feature (e.g., Stojadinovic et al., 2021; Zhu et al., 2021). Only a 
couple of papers provide more in-depth results of data exploration on the initial data set (e.g., Bruzón et al., 
2021; Czub et al., 2021). Just around a quarter of the analysed use cases address data quality issues. 
Karaglani et al. (2020) mentioned the quality and completeness in open data sets as a possible quality issue. 
In cases where image data was used the main point of concern was the inadequate quality of images (e.g., 
Schulze-Brüninghoff et al., 2021; Su et al., 2020) as well as the potential of observer bias during the 
selection and annotation of the data (Ito et al., 2021).  

In summary, the analysis showed that the data used for the AutoML use cases were rarely specifically 
collected or prepared. Even in cases where the utilised data was described in more detail, the focus of the 
descriptions and explorations were more in line with the scientific practices in the respective domains and 
less regarding the specific ML problem to be addressed. More detailed examination and reflection on the 
data is found in notably few use cases and mostly in more sensitive application domains like health sciences. 
Thus, from the analysis of the Data Understanding phase, no clear conclusion could be drawn whether 
AutoML would need more or fewer data instances than traditional ML approaches. Especially as 
contradictory statements have been found in the analysed use cases (Leduc & Assaf, 2020; Sawaki et al., 
2019; Tran et al., 2020). As we found only a few instances in which data quality issues were addressed, it 
seems that data quality verification was not at the forefront of the analysis. Although not necessarily true, 
a reason for this might be that the knowledge about such quality issues is not present in domain expert 
users of AutoML and data quality verification is usually not a part of the provided AutoML tools.   

Data preparation 

The description of the data preparation in the reviewed publications was kept rather short or in case of 
seven articles completely absent (e.g., Agrapetidou et al., 2021; Han et al., 2021). More than half of all 
reviewed papers at least provide some basic description of how the data was selected. Especially in cases 
where image data was used, a description of how the data was selected and how areas of interest were 
defined was provided (e.g., Jiménez et al., 2020; Sawaki et al., 2019). For other data formats, authors 
usually listed their reasoning for including and excluding data (e.g., Panagopoulou et al., 2021; C. Zhang & 
Ye, 2021) or described how the features for modelling were selected (e.g., Cui et al., 2020; Howard et al., 
2020). Thirteen reviewed papers provided information on the data cleaning procedure. Most described in 
various levels of detail how they dealt with missing values or duplicates (e.g., Czub et al., 2021; Sills et al., 
2021). Most reviewed articles do not provide information on the construction step of the Data Preparation 
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phase. The data preparation step was described in detail in few cases where additional software was used 
to transform or construct data (e.g., Peng et al., 2022; Schulze-Brüninghoff et al., 2021). Regarding 
documentation on data formatting, around a third of papers reported on conducted scaling or 
normalisation of their data (e.g., Feretzakis et al., 2021; Panagopoulou et al., 2021).  

Most investigated papers described a form of automated feature engineering by the utilised AutoML tools, 
this may have caused a scarce description of the conducted data preparation. The overall tenor was that 
little effort had been spent on data preparation and feature extraction steps. A reason for this might be that, 
as mentioned in the Business Understanding section, the primary focus of the majority of the analysed use 
cases was of an exploratory nature. Thus, little effort was spent on optimising and documenting this step of 
the AI development process. However, especially in the context of data preparation, AutoML may not 
provide the best solutions as it has been noted to be incomplete or insufficient at times (Xin et al., 2021). 
Another possible explanation for the absent documentation on the Data Preparation phase might be 
lacking feedback from the AutoML tools themselves. However, several AutoML tools offer additional 
information on demand (Drozdal et al., 2020). 

Modelling 

The modelling part of the AI development process is a key aspect of all AutoML applications and is thus 
mostly automated. AutoML tools provide default settings which can be customized if necessary.  

The selection of the modelling technique (selection of ML model) is left to the AutoML tool in almost all use 
cases. However, there are noticeable variations in the developed test designs. Almost all use cases split the 
data for training and testing purposes according to common ML rule of thumb, in the range of 80-70% of 
data for the training data to 20-30% for the test dataset (e.g., Koh et al., 2021; Sills et al., 2021), or utilise 
cross-validation to get more stable indicators on the performance of the developed prediction models (e.g., 
Cui et al., 2020; Czub et al., 2021). Cross-validation is also already automatically implemented in some 
AutoML tools like TPOT (e.g., Su et al., 2020; Tsamardinos et al., 2020) or JadBio (e.g., Agrapetidou et al., 
2021; Karaglani et al., 2020). Only a few studies report test designs that deviate from such traditional 
approaches, but usually do not provide rationale on why a particular training/test split and evaluation 
procedure was chosen (e.g., Ito et al., 2021; C. Zhang & Ye, 2021). Additionally to the internal evaluation of 
the model performance, only a handful of studies examined the generalizability of their models on 
additional/external data (e.g., Gomathi et al., 2022; Panagopoulou et al., 2021). In terms of evaluation of 
the AutoML results, more than half of the reviewed articles compared the results to similar manually 
generated ML models (e.g., Koh et al., 2021; Mahima et al., 2021) or existing non-ML based prediction or 
classification models (e.g., Cui et al., 2020; Panagopoulou et al., 2021). However, some papers did not 
provide any information on the test design at all (Gomathi et al., 2022; Leduc & Assaf, 2020). 

In general, the models were assessed on standard metrics such as accuracy and sensitivity for classification 
problems or variations on error metrics like RMSE and MAE for regression models. While the metrics on 
which the models were evaluated were rather standardised, the depth of the documentation on the 
assessment varied noticeably. In most cases, the models were assessed on a combination of metrics which 
were stated but not necessarily further interpreted (e.g., Faes et al., 2019; Korot et al., 2021). By contrast, 
around a quarter of the reviewed used cases provided a detailed description of the generated models and 
how they selected the final model (e.g., Su et al., 2020; Zhu et al., 2021). In this context, the issue of limited 
customizability of GUI-based AutoML tools was criticised as it limited the comparability between models 
(e.g., Antaki et al., 2021; H.-S. Yang et al., 2021). Besides the reporting of the models' performances on 
standard metrics, almost a third of the publications further investigated the generated AutoML models with 
some post-hoc explainable AI (XAI) approach (Adadi & Berrada, 2018) such as the analysis of feature 
importance or partial dependence plots (e.g., Antaki et al., 2021; Bruzón et al., 2021). It is noticeable that 
especially users of the H2O AutoML tool used XAI approaches in their articles, as six out of eight total H2O 
users provided an assessment of the developed AutoML models beyond standard performance metrics (e.g., 
Karaglani et al., 2020; Sills et al., 2021). However, it is unclear whether the XAI analysis was included 
because H2O as an AutoML tool provides easy access or whether H2O as an AutoML tool was chosen 
because it includes easily available XAI approaches.  

Summing up, few articles discussed the modelling results and their implications in detail. With regard to 
the affiliations of the authors a reason for this might be that most use cases seem to be written and published 
by domain experts (e.g., Korot et al., 2021; Schulze-Brüninghoff et al., 2021; C. Zhang & Ye, 2021) that do 
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not necessarily have in-depth knowledge on AI development and evaluation and thus focus on the 
performance metrics provided by the utilised AutoML tools. If this is the case, the question arises of what 
kind of feedback or guidance domain experts need to evaluate developed ML models and the relation these 
might have to their problem sets. Although recognised as an issue (Crisan & Fiore-Gartland, 2021; Drozdal 
et al., 2020), little research has yet been done on guidance needs for domain experts using AutoML. Another 
issue raised in several publications is the lack of transparency in AutoML tools, confirming the assessment 
of Xanthopoulos et al. (2020) that the results of AutoML should be explained, visualised and interpreted. 
Some AutoML applications do provide basic explainability components that can help users analyse the 
results of the AutoML process. Still, the knowledge of the existence and how to interpret such explanations 
for the developed AutoML would require the domain experts to at least have a familiarity with AI 
development and its evaluation. However, there is a wide range of individual preferences or different 
domains of use that needs to be considered for the design of user guidance (Drozdal et al., 2020). As such, 
research on the transparency as well as the explanation needs, especially for domain experts, is lacking. 

Evaluation 

The Evaluation step of the CRISP-DM aims to assess to which degree the earlier defined (business) 
objectives have been reached. Our analysis of the reviewed papers showed overall relatively positive results 
regarding the predefined goals. Almost all reviewed articles concluded that their main objectives were, in 
some capacity, reached (e.g., Ou et al., 2021; Q. Zhang et al., 2020). However, most of the reviewed papers 
noted limitations or announced that they would work on further improvements of the models as issues and 
challenges became apparent. Most often, data-related issues were addressed, where the provision of more 
standardised or more in-depth data for future improvements was noted (e.g., Karaglani et al., 2020; Leduc 
& Assaf, 2020). Antaki et al. (2020) concluded that using AutoML by domain experts without further 
support is questionable, as in their study, the data preparation steps were conducted by a data scientist 
instead of domain experts. Only  Ashraf et al. (2021) explicitly stated that they chose to proceed with a 
manual AI development approach as the manually developed AI's performance showcased better 
performance results than AutoML. As another challenge in the utilisation of AutoML, Koh et al. (2021) 
highlighted the significant computational costs associated with AutoML. This concern applies especially to 
OSS tools which usually require suitable computational resources from the users. While this can be 
compensated with cloud-based solutions, these usually come with the drawbacks of less transparency and 
less customizability (Xin et al., 2021). As such, also limitations in model transparency and explainability 
have been frequently mentioned (e.g., Dafflon et al., 2020; Korot et al., 2021). Furthermore, uncertainties 
regarding regulatory compliance of AutoML have been pointed out, especially in sensitive application 
domains such as the energy (Dafflon et al., 2020) or medicine (Ikemura et al., 2021).  

In conclusion, AutoML as a tool for exploration or as an early proof of concept on how ML could be used 
for domain-specific issues resulted in predominantly positive results. AutoML is not used for developing 
AI-based DSS systems that would be deployed in work processes or professional contexts. Rather, AutoML 
was used as exploration tool for domain experts providing them valuable insights into the development of 
AI systems in general as well about ML-opportunities in their domains. As suggested by D. Wang et al. 
(2019), AutoML can thus be utilised for educational purposes, as domain experts seem to develop a better 
understanding of what and how different challenges may affect the outcome of the ML development project 
when they use AutoML for initial explorations of an ML task.   

Research agenda 

Building on the insights of the Discussion of results and the identified open issues for AI development 
through AutoML, we present five thematic blocks for future research. 

Basic AI/ML training for domain experts 

As seen in the analysis of the reviewed AutoML use cases, AutoML is often used by domain experts to 
conduct an initial exploration of whether AI-based DSS systems are even suitable approaches for their 
problem settings. AutoML provides an easy-to-use starting point for domain experts to get first-hand 
experience in developing AI systems. However, the analysis of the documented AutoML use cases also 
showcased that important issues for AI development, such as data quality or data preparation, are often 
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overlooked, which leads to concerns regarding the fundamental knowledge of domain experts regarding 
AI/ML. Similar concerns have already been raised that AutoML might lead to automating bad decisions by 
non-experts (Crisan & Fiore-Gartland, 2021). D. Wang et al. (2019) even reported that data scientists worry 
that through AutoML the bar might be lowered too much for uneducated users to conduct good data science. 
However, as of now, little research has been conducted on what knowledge is needed by domain experts to 
utilise AutoML as also little attention has been given to the question for which purposes domain experts 
might even use AutoML. While several studies investigated the use of AutoML by AI experts (Crisan & Fiore-
Gartland, 2021; D. Wang et al., 2019; Xin et al., 2021), not much insight is available on the usage of AutoML 
by domain experts. However, the required knowledge of domain experts to utilise AutoML as a tool for 
explorative tasks differs considerably from the knowledge needed to build AI applications for deployment 
in real-life settings. As such, basic training concepts should be developed taking different utilisation 
purposes of AutoML into account. 

User guidance for domain experts using AutoML 

The literature review further identified challenges of interpreting the results or identifying possible quality 
issues along the AutoML pipeline. It cannot be expected of domain experts to acquire sufficient knowledge 
by using initial training courses to understand all pitfalls along the ML development pipeline. This became 
evident during the analysis of the Data Understanding and Data Preparation phases of the reviewed 
literature as considerations and documentation on important issues such as data quality or the influence of 
imbalanced data classes were the exception rather than the rule. Q. Yang et al. (2018) already illuminated 
some technical pitfalls and possible guidance opportunities. Further, explainability turned out to be a 
critical factor for domain experts. Thus, it seems desirable to include XAI components enabling domain 
experts to understand the solution (Gashi et al., 2022) or to even provide causal discovery mechanisms to 
further investigate the AI model and its interdependencies (Vuković & Thalmann, 2022). However, further 
research is needed that focuses on identifying domain experts' guidance needs and investigating how they 
could be met. In this literature review, clear guidance needs were identified regarding data understanding 
and preparation, as well as the interpretation of results. As such, guidance concepts that provide some kind 
of data quality check or guide the users towards evaluating the suitability of the data to reach the ML goal 
would be necessary. However, the development of such guidance concepts is very complex as user 
information and guidance needs are very diverse, and no one-size-fits-all approach will be able to satisfy 
everyone's information and guidance requirements (Drozdal et al., 2020; Xanthopoulos et al., 2020). In 
this context, it is also important not to overload domain experts as this could hinder the utilisation of 
AutoML. As such Q. Yang et al. (2018) suggest to embed safeguards and corrective measures directly into 
the utilised tools, while Xin et al. (2021) propose an adaptive UI for AutoML tools that take into account 
the diverse skills and expertise of its users. However, a thorough investigation of the suitability of such 
guidance approaches is still missing. Thus, future research needs to focus on developing and evaluating 
guidance concepts for the utilisation of AutoML by domain experts. 

Embedding AutoML into the AI development process  

The literature review revealed that AutoML is often utilised as an exploration tool by domain experts. As 
such, it has also been noted that after the first proof-of-concept done with AutoML by domain experts, 
professional AI development teams are intended to take over the development of an AI system which should 
be deployed in a professional manner. One key question in this regard is how the insight gained by the 
domain experts during the exploration with AutoML can be transferred to the AI development team. This 
transfer could be beneficial for the entire AI development process, but particularly in the context of 
requirements engineering, which is often regarded as challenging in AI system development (Felderer & 
Ramler, 2021) and further exacerbated by the insufficient AI knowledge of domain experts (Ishikawa & 
Yoshioka, 2019; Westenberger et al., 2022). The potential of AutoML for educational purposes has already 
been recognised by D. Wang et al. (2019), who argue that AutoML could take the role of a teacher that 
educates people less versed in AI development. Thus, utilising AutoML for the exploration of AI use cases 
might support the common understanding of domain experts and AI developers regarding contextual 
definitions or data requirements and further help clarify and define the AI system requirements. However, 
no research has been found that would investigate approaches of integrating AutoML into the AI 
development process or that would connect the challenges and possibilities of integrating AutoML to the 
existing body of knowledge in IS development. 
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Verifying the regulatory compliance of AutoML applications 

Although the reviewed literature showcased that AutoML is mostly used in explorative studies, the aim of 
AutoML is not just to automate repetitive and time-consuming tasks in ML development but also the 
democratisation of AI to non-experts by enabling domain experts to automatically build ML applications 
without the need to rely on data scientist (Zöller & Huber, 2021). As such, the vision is to use AutoML also 
as a productivity tool in practice. However, considering upcoming AI regulations around the world, such as 
the legal framework proposed by the European Commission (2021) or the AI Governance Framework 
developed by Singapore’s Personal Data Protection Commission Singapore  (2020), further questions arise 
on how AutoML fits in these frameworks and which requirements might be imposed on AI applications 
developed through AutoML. As such, Xin et al. (2021) noted that AI experts switch to manual AI 
development in sensible use cases. The main reason is that AI experts need to be able to reason and justify 
their design decision. Further, not only the development and the resulting AI system are subject to 
regulations, also the embedding of the system in business processes and decision-making needs to fulfil the 
requirement of human oversight (Kloker et al., 2022). Thus, the question remains which regulatory 
requirements will be imposed on AutoML-based AI systems and whether and how they might restrict the 
democratisation efforts of AutoML. Further, it is important to investigate how to train and guide users 
regarding regulatory requirements. As such, more effort must be put into assuring the reliability and safe 
utilisation of AutoML tools that corresponds to the level of proficiency of its user to achieve regulatory 
compliance.  

Documenting the AutoML exploration 

A fact that has become evident through the analysis of the reviewed literature is that there is no standardised 
approach to documenting the AI development process. This is less surprising as the analysed use cases 
mostly stemmed from various disciplines that focused on reporting their exploration of domain specific 
AutoML use cases rather than adhering to documentation standards for AI systems. However, adequate 
documentation of the carried-out exploration steps could be a relevant artefact when professional AI 
development teams are charged with developing full-fledged AI applications. Although documentation 
standards for AI systems are just being developed, several suggestions on how to document AI systems have 
been published (Liu et al., 2020; Mitchell et al., 2019). In this regard, Königstorfer & Thalmann (2021) 
identified five requirements for AI documentation: descriptions of the application domain, training data 
set and design decisions, and understandable documentation for knowledgeable third parties and the 
balancing of the benefits and efforts of documenting artificial intelligence. However, the opaqueness and 
lack of transparency and customizability of some AutoML tools might make such documentation difficult, 
especially regarding the description of design decisions. In this literature review, it became apparent that 
users of specific AutoML tools were constrained to the information provided (Antaki et al., 2021; H.-S. Yang 
et al., 2021). Furthermore, the question remains which additional aspects of AutoML will be required in the 
documentation of AutoML use cases, particularly also regarding regulatory conformity. 

Conclusion 

This paper presents the results of a literature review about the utilization of AutoML. The central insight is 
that in most cases, AutoML has been utilised as a tool for the exploration of various domain-specific 
problems. Thus, AutoML provides easy access for domain experts to develop AI-based DSS systems. 
However, AutoML is used mainly for exploratory purposes, while full-fledged AI systems are still expected 
to be developed by AI experts. As the vast majority of the reviewed use cases were satisfied with the 
utilisation of AutoML, further utilization and spread seems likely.  

Based on our insights we propose a research agenda. Further research should focus on basic AI training as 
well as user guidance for domain experts using AutoML. Further, the embedding of AutoML into AI 
development processes and how AutoML can facilitate the knowledge transfer between domain and AI 
experts is a promising avenue for future research. Research in this direction might mitigate common 
challenges identified in the AI development process, such as the lack of AI knowledge in domain experts 
and the resulting communication issues. An important issue that also needs further attention is the 
documentation of insights gathered during the exploration of AutoML use cases. Finally, the verification of 
regulatory compliance of AutoML applications is still an open issue.  
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