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Abstract  

Recognizing the detrimental impact of information overload on user participation, in this paper we 

design and evaluate several algorithms to filter and rank the information on Social Networking Sites 

(SNS). As a first step we identify the factors that impact user evaluations of information shared 

through these networks in a set of regression analyses. Second, we use a Neural Network algorithm to 

predict three dimensions of user evaluations: affective, cognitive and instrumental value of 

information shared. Moreover, we design algorithms that allow not only to filter out the irrelevant 

information, but also rank the information on SNS in order of its relevance. As a result, the filtering 

algorithm accurately predicts in 73% of the cases, whereas for more than 70% of the users the 

individual ranking accuracy lies over 70%. The designed algorithms can be implemented by SNS 

providers in order to present users with more relevant and better structured information.   

Keywords: Information Overload, Information Filtering, Information Ranking, Neural Network 

Algorithm, Social Networking Sites, Facebook Newsfeed  

 

 

 

 

 

 

 



1  INTRODUCTION 

The new generation of CMC – Social Networking Sites (SNS) (Boyd and Ellison, 2008) are widely 

utilized for information generation and exchange. For example, on Facebook users share ca. 30 billion 

pieces of content every month (Facebook, 2011a). Users rely on the information exchanged through 

these networks for news (Glynn et al., 2012), purchase decisions and other personal issues (Lampe et 

al., 2012), relationship development with friends (Köbler et al. 2010) and even the benefits of social 

capital (Ellison, 2007). However, due to the increasing amount and variegated quality, information 

sharing is bounded by the problem of information overload (Eppler and Mengis, 2004). Usual 

consequences of information overload include confusion, stress, anxiety (Schick et al., 1990), as well 

as diminishing decision quality (Chen et al., 2009a). On SNS, users feel dissatisfied and thus may 

reduce their activity (Koroleva et al., 2010), which is detrimental for the longevity of SNS providers.  

Recognizing this problem, on most SNS specific algorithms are responsible for determining the most 

relevant information for the user. Scattered insights suggest that on Facebook algorithms prefer posts 

which have received more feedback, as well as from those friends with whom users previously 

interacted (TechCrunch, 2010). However, algorithms rarely consider such factors as length of post or 

friend posting frequency which might cause information overload on SNS (Koroleva et al., 2010). At 

the same time, user feedback might not impact evaluations in the same way: affirmations are 

positively, whereas comments – rather negatively correlated with information value (Koroleva et al. 

2011a). Moreover, preferring information from those with whom the user interacts often online is not 

optimal. First, users may prefer other means to communicate with their close friends (Vitak et al., 

2011). Second, the value of recommender systems lies in discovering new content outside of the user’s 

usual social circle (Chen et al., 2010). Designing an optimal information filtering is thus a difficult 

task and therefore an interesting venue for research. 

As SNS users are largely dissatisfied with the existing information filtering algorithms (Tonkelowitz, 

2011) and unable to cope with information overload themselves (Koroleva et al., 2010), more insights 

are required to design filtering algorithms for SNS. First of all we need to know which factors are 

driving information relevance on SNS, as using all the data available on the network may reduce the 

speed and efficiency of a filtering algorithm. Therefore, in our paper we first identify which factors 

significantly impact information value on SNS. We then include only those as input factors into a 

Neural Network algorithm in order to predict different classes of information relevance for the users. 

Moreover, most efforts so far have been concentrated on filtering out the irrelevant information, rather 

than ranking the information in order of importance. Our set-up allows us thus to additionally perform 

individual ranking of the information. In this way we give practical suggestions for the design of 

filtering and ranking algorithms that can be used by SNS and other social media providers.  

2 RELATED WORK  

Recommending content to users has always been an important task of the information systems, which 

requires both filtering and ranking of information. Several approaches to information filtering exist: i) 

collaborative filtering based on the similarity of preferences between users widely used in e-

commerce to recommend products (Konstan et al., 1997); ii) content relevance approach matching  the 

topic interests of the user and the content vector of presented information used to suggest news items 

(Pazzani et al., 1996); iii) social voting based on the frequency of mentioning or rating of information 

by other users (Hill and Terveen, 1996); and iv) social matching system that recommends people to 

each other on SNS (Chen et al., 2011).  

Useful insights for the design of filtering algorithms are provided in the studies on microblogging 

applications such as Twitter, where the problem of information overload is even more acute than on 

Facebook as the average frequency of posting is even higher (Chen et al., 2010). The best performing 

algorithm which selects posts from the outer circle of followees (as opposed to direct followees) and 



ranks them by both content relevance and social voting achieves an accuracy
1
 of ca. 72% (Chen et al., 

2009b). In the follow-up study, authors extend the input factors to account for thread length and tie 

strength which further improve the accuracy of the algorithm (Chen et al., 2010). 

Similar efforts have been taken to recommend information on SNS, such as Facebook. A social 

matching system developed for SNS to recommend friends to each other uses the available social 

network information and matching of user-generated content (Chen et al., 2011). The easiest heuristic 

is to recommend friends of friends, however more complicated systems are usually employed to 

decide which friends to recommend first. To predict the importance of Newsfeed posts, Paek et al. 

(2010) use Support Vector Machine (SVM) algorithm and use all possible factors as input (in total 

over 50), including communication and post characteristics, message text and corpus features, as well 

as shared background information (Paek et al., 2010). In a binary classification the highest prediction 

accuracy of the algorithm lies at 69.7%. The most important factors are tie strength with a friend 

(implied using a myriad of indicators) and content relevance (matched using topic vectors): if any of 

these factors is not considered, classification accuracy drops to 63%. 

In contrast to presented studies, we assume that already with fewer factors than those used by Paek et 

al. (2010) a satisfactory level of prediction accuracy can be achieved. Therefore, we explore what are 

the necessary input factors to filter the posts on SNS. To our knowledge, no study so far has 

conceptualized the inclusion of factors into a filtering algorithm, but simply used all data. Although 

social network data is usually available on the network, this results in large amounts of data to process 

for the algorithm which may reduce its efficiency, especially if an on-line ranking system is 

implemented for SNS. Our first research question is: What are the necessary input factors to achieve a 

satisfactory level of filtering accuracy of the information on SNS? 

Moreover, previous authors have implemented binary classifications as a type of a spam filter, but the 

recent developments show that filtering out the irrelevant posts does not solve the problem of 

information overload. Therefore our goal is not only to filter the posts, but also to rank the posts for 

the user in order of their relevance. Ranking of posts allows users to determine which amount of 

information they want to process themselves, and thus reduces the feelings of information overload. 

Ranking requires a finer-grained classification of posts into classes of relevance, which is only 

possible if a moderate amount of data is used (Paek et al., 2010). Our second research question is: 

Which ranking accuracy of the information on SNS can be achieved? 

Studies confirm the importance of tie strength in determining the relevance of the information on SNS 

(Morris et al., 2010). However, the information about the underlying tie strength is not available on 

the network and can only be inferred. Gilbert and Karahalios (2009) gather an extensive amount of 

social network data, including such complex characteristics as inbox thread depth or the frequency of 

positive and negative words exchanged between users, in order to distinguish between strong and 

weak ties on Facebook, achieving an accuracy of over 85%. Aiming to reduce the amount of data 

used, a secondary question of our paper is: What information can best predict tie strength on SNS? 

3 CONCEPTUAL DESIGN 

3.1 Identifying the Input Factors  

In our study users evaluate the information on SNS along several dimensions, which reflect the 

affective and cognitive components of attitude widely used by authors in psychology (Voss et al., 

2003) as well as in IS (e.g. Yang and Yoo, 2004). Cognitive attitude refers to evaluations of the 

attitude object and the qualities it possesses, whereas affective focuses on how much the person likes 

the object and is emotionally attached to it (Ajzen, 2005). In our study affective value of information 

                                              
1 - Classification accuracy measures the frequency with which the algorithm correctly classifies an item.  



shows how much the user likes the information shared on SNS, cognitive value reflects the level of 

interest of this person in the information shared, whereas instrumental value exemplifies the utilitarian 

dimension of how useful the information is to the user. We want to explore which factors pertaining to 

information on SNS impact these dimensions of information value. The factors can either characterize 

the information exchanged, such as the number of affirmations and comments it received, or 

characteristics of the relationship with the user who shared the information (Koroleva et al. 2010). 

Moreover, these factors can be objective, the same for all the ”receivers” of information, (e.g. post 

type or word count), as well as subjective, unique to a particular relationship between the ”sender” and 

the ”receiver” of information (e.g. understandability or similarity of interests).  

Objective information characteristics include word count, comments and affirmations, and type of 

post, whereas understandability can only be measured subjectively. First, we hypothesize a u-shape 

relationship between the word count and user evaluations, as each additional word possesses 

marginally lower value while incurring the same processing costs (Schroder et al., 1967), resulting in 

information overload (Schneider, 1987), corroborated in numerous studies (Chen et al. 2009). Second, 

the number affirmations by summarizing the positively directed evaluations from others increases 

information value (Koroleva et al. 2011a). As comments are not necessarily positively directed and 

may cause information overload, they trigger rather negative evaluations (Koroleva et al. 2011a). In 

fact, thread length reduces the accuracy of filtering when other features, such as topic interest, are 

absent (Chen et al., 2009a). Third, we control for the post type, as photos or links might be differently 

perceived by users. Finally, understandability should correlate positively with information value 

(Koroleva et al., 2011b). 

Mainly subjective relationship characteristics concern the underlying tie strength between the 

”poster” and the ”receiver” of information. In fact, users prefer information from their strong rather 

than weak ties on SNS (Koroleva et al., 2011a), although weak ties are known to possess more 

potential in these environments (boyd and Ellisson, 2008). Tie strength, however, can only be implied 

using the information available on the platform (Gilbert and  Karahalios, 2009). First, similarity can 

serve as a good indicator of tie strength, as users tend to have similar interests with those they are 

close with. Shared interests or shared background information are often used to filter information on 

social applications (Paek et al., 2010). Second, communication intensity, reflected in public and 

private communication as well as passive following, positively impacts information value on SNS 

(Koroleva et al., 2011b) and has been used to imply tie strength (Paek et al., 2010). Third, posting 

frequency is often used by filtering systems to estimate the weight of information (Chen et al., 2010). 

However, high posting frequency, by overloading other users with information, may lead to negative 

evaluations (Jones et al. 2008; Koroleva et al., 2011b). Finally, the location of the user has been 

identified as an important determinant of information relevance (Koroleva et al., 2010).   

3.2 Survey Design and Scale Development 

The data for this study was collected from Facebook users with the help of a specially programmed 

application. In order to take part, users had to log-in to their Facebook accounts and install the 

application, after which they were asked for permission to access 6 posts on their Newsfeed in real 

time. The posts were retrieved from the Facebook database using Facebook query language (structure 

similar to SQL), which is an API (application programming interface) provided by Facebook 

(Facebook, 2011a). Out of all available posts on the user’s Newsfeed over the last 72 hours, up to 6 

posts of different types were randomly selected and presented for evaluation together with an 

integrated survey tool. In total, 158 people completed the survey. As each user evaluated up to 6 posts, 

948 observations were obtained. After deleting the outliers (those with more than 50 comments or 

affirmations), a total of 925 observations from 154 users were obtained.  

Most of the items used in the integrated survey had to be adapted to the Facebook context. First, 

respondents were asked to evaluate the presented information, which was measured along three 

different dimensions (all on a 6pt ordinal scale): affective value (dislike very much – like very much), 



cognitive value (very boring – very interesting), and instrumental value (very useless – very useful). 

Moreover, the objective data was collected by the application automatically at the time the information 

was accessed: post type (status update, photo or link), word count, comments and affirmations. All 

other subjective variables were additionally elicited from users, including communication intensity 

(private, public and following) and posting frequency (all on 5pt, almost never – almost always), 

similarity (5pt, nothing in common – very much in common), understandability (3 pt scale, not at all – 

very well), as well as tie strength (5 pt, don’t know at all – very well). Due to limitations of space, full 

survey is obtainable from the authors upon request.  

4 DETERMINING THE INPUT FACTORS  

4.1 Methodology 

We use regression analyses in order to explore which factors are significant predictors of the different 

dimensions of information value on SNS. As users evaluated information on an ordinal scale, we 

estimate an Ordered Probit regression (Greene, 2000) tailored to use with the dependent variables of 

this type. Moreover, as each respondent evaluated six different posts, we apply a panel-data 

specification via the inclusion of user-specific random effects (Buttler and Moffitt, 1982). The 

dependent variables are the different dimensions of user evaluations – affective, instrumental and 

cognitive, whereas the independent – the information and relationship characteristics presented in the 

section “conceptual design”. In order to standardize the independent variables (as they were measured 

on ordinal scales), we create dummy variables, which are equal to one for the high levels of these 

variables, and zero in all other cases. We determine the split of the variables into high vs. low levels 

based on the median of the sample. For post type, we explore the impact of links and pictures with 

respect to status updates. We add word count squared as we hypothesize that the number of words will 

have an inverted u-shape relationship with user evaluations. The main purpose of our analysis is not to 

prove certain relationships, but to identify the siginificant factors to include into the algorithm.  

 

Variable Affective  Cognitive  Instrumental 

Information Characteristics 

Word count 0.007 (0.00) ** 0.004 (0.003)  0.010 (0.003) *** 

Word count squared -0.000 (0.00)  -0.000 (0.00)  -0.000 (0.00) ** 

Affirmations 0.042 (0.01) *** 0.032 (0.01) *** 0.038 (0.01) *** 

Comments -0.016 (0.01) ** -0.011 (0.01)  -0.021 (0.01) ** 

Photos (w.r.t status)  0.329 (0.11) *** 0.274 (0.11) *** 0.389 (0.11) *** 

Links (w.r.t status)  0.045 (0.08)  0.217 (0.08) *** 0.483 (0.09) *** 

Understandability 0.730 (0.08) *** 0.694 (0.08) *** 0.633 (0.085) *** 

Relationship Characteristics  

Similarity 0.552 (0.11) *** 0.59 (0.11) *** 0.463 (0.11) *** 

Public Communication 0.161 (0.13)  0.267 (0.128) ** 0.326 (0.13) ** 

Private Communication 0.299 (0.13) ** 0.199 (0.131)  0.087 (0.13)  

Passive Following 0.479 (0.11) *** 0.483 (0.11) *** 0.274 (0.11) ** 

Posting Frequency -0.171 (0.08) ** -0.159 (0.08) ** -0.164 (0.08) ** 

Location 0.106 (0.09)  0.088 (0.09)  -0.001 (0.092)  

Pseudo-R
2 

10% 8.9%  7.6% 

Table 1. Estimation Results of Ordered Probit Regression (***-1%, **5%, standard error in brackets) 

4.2 Estimation Results  

The results presented in the table 1 reveal underlying dynamics between the different dimensions of 

information value on SNS. For example, the number of affirmations, understandability of information, 

similarity of interest between users as well as passive following of a user are significantly positively 

related with all dimensions of information value. Moreover, photos are evaluated significantly better 



than status updates, no matter which dimension is considered. On the negative side, posting frequency 

of other users reduces information value overall. Contrary to expectations, location does not have any 

significant impact on any dimension of information value. Additionally, affective value increases as 

the word count and private communication with the user increase. At the same time, users prefer links 

to status updates as well as posts from those with whom they communicate frequently in public when 

estimating instrumental and cognitive value of information. What concerns instrumental value, 

additionally the inverted u-shape relationship with the word count, as well as the negative impact of 

the number of comments on information value, are proven. To predict different dimensions of 

information value using the algorithms presented in the following sections, we use solely the factors 

that have proven significant. According to the pseudo-R
2 

measure of fit (MacFadden, 1974) our 

regression model is better at explaining the affective (pseudo-R
2
: 0.10) and the cognitive (pseudo-R

2
: 

0.089) than the instrumental value of information (pseudo-R
2
: 0.076).  

5 FILTERING ALGORITHM 

5.1 Methodology and Design  

In order to filter the posts for the user, we propose to use Neural Networks (NN). NN is a well known 

method that has been successfully applied to real-world classification problems, similar to information 

classification on SNS. NN are flexible and robust, which is important when classifying noisy data we 

are dealing with: either the subjective information provided in surveys or objectively obtained from 

Facebook. NN allow us not only to do an effective binary classification, but also to classify posts into 

3 and 6 classes. As the number of classes increases, it is possible to obtain a more “fine grained” 

ranking, although the accuracy of the classification is expected to decrease. At the same time, the 

classification mistakes tend to be less severe (for example, ranking the post as “very useful”, when it 

is, in fact, “slightly useful”), compared to the failure of an accurate binary yes-no classification. 

Moreover, a fine-grained classification is a first step in the direction of post ranking – which is a more 

challenging, yet the final goal of classification systems.  

For the design of the filtering algorithm, three design dimensions are taken into account (see table 2): 

the combinations of input factors (2), the different target variables (3) and the different number of 

classes (3), resulting in total 18 algorithms. Specifically, the experiments were run with two 

combinations of input variables: one considering only the objective factors, and the other with all the 

factors, including subjective. Only the significant input factors (results presented in table 1) were 

included into the algorithm for the corresponding dimension of information value. The algorithm 

predicts different number of classes, where two classes were obtained by merging the corresponding 

positive and negative categories, three classes – by merging the following categories: very (-) and 

quite (-), slightly (-) and slightly (+), quite (+) and very (+).  

Design Dimension Possible Design Choices 

Input Factors objective all: objective + subjective 

Target Variable affective cognitive instrumental 

Number of classes 2 classes 3 classes 6 classes 

Table 2. Overview of possible algorithm designs 

For the classification, the FeedForward network provided by the Neural Network Toolbox in Matlab 

was used (Demuth and Beale, 1997). After several tests, the best results were obtained with the 

following configuration of the network: one hidden layer with ten neurons; a log-sigmoid transfer 

function for the hidden layer; a linear transfer function for the output layer; a gradient descent with 

momentum weight and bias learning function; the Levenberg-Marquardt back propagation function for 

training the network. For classification, the 925 posts were divided into three sets: training (557 posts), 

validation (184 posts) and testing (184 posts). The selection of the posts for each set, as well as the 

initialization of the networks weights is random. Thus, the performance of the network depends on the 



random seed and varies from one execution to another. Therefore, the reported accuracy of the 

network classification corresponds to the average value of 100 independent runs. 

5.2 Computational Results 

We use the classification accuracy metric as well as the mean standard error to compare each of the 18 

implemented algorithms. The algorithms are compared based on: the different degrees (classes) of 

importance (2, 3 or 6 classes), for each of the target variables (affective, cognitive and instrumental 

information value), as well as when using only the objective vs. all input factors. Classification 

accuracy measures the frequency with which a recommender system correctly classifies an item 

(Herlocker et al., 2004) and thus can be considered a reliable measure for comparison.  

 

Figure 1. Classification accuracy of posts in two classes (binary classification) 

When classifying the posts into two classes (Figure 1), the average relative prediction improvement is 

21% compared to a baseline of 50% (completely random classification). The maximum achieved 

accuracy of the algorithm is 73.1% when predicting affective value using all data, whereas both 

instrumental and cognitive value are a bit harder to predict. When using only the objective data, the 

algorithm achieves an average accuracy of 62%. By including subjective data into the algorithm we 

can achieve an average increase in accuracy of 9.2%. However, this increase varies depending on 

which dimension is predicted: objective data allows a good classification when targeting affective and 

instrumental value, whereas for cognitive value the objective data alone is not enough.  

  

Figure 2. Classification into three classes Figure 3. Classification into six classes 

When classifying into three classes (figure 2), the average relative improvement compared to a 

random baseline (33.3%), is 21.5%, which is slightly higher than with the two classes classification. 

The maximum accuracy achieved is 61.2% with affective value of information. The other two 

dimensions perform much worse in this classification. We note an increase in accuracy, on average by 

6.2%, when all data is taken into account as opposed to using only objective data. Interestingly, the 

relative increase in accuracy varies: objective data is now enough to predict the cognitive value, 

whereas it is not sufficient for the instrumental, and performs moderately with the affective dimension. 



When classifying into six classes (Figure 3) the average improvement is at 14.4% compared against a 

random baseline (16%), which is lowest compared to other classifications. The highest accuracy of 

37% is again achieved with affective value when all data is taken into account, whereas the cognitive 

dimension is hardest to predict. When subjective data is considered, an average improvement of only 

4.4% can be achieved, as opposed to using objective data only. The most interesting result is with 

affective value: the difference between using objective or subjective data is almost nonexistent, 

whereas instrumental and cognitive dimensions show a stepwise increase in accuracy levels. 

N

|r-p|
|| 1 ii∑ =

N

i=E       (1) 

To further validate our results, we use the Mean Absolute Error metric (Herlocker et al. 2004). MAE 

measures the average absolute deviation between the predicted classification and the user’s 

classification using equation (1), where pi is the predicted class and ri is the users classification, N is 

the total amount of post predicted by the system. The results presented in table 3 show that the 

smallest difference between using objective data and all data is achieved for the affective dimension, 

while the cognitive dimension is the one that benefits the most from using all data. Therefore we can 

conclude that using objective vs. all data depends on the type of evaluation: to predict affective value 

of information, using all data is not significantly better than using just the objective data, whereas for 

instrumental and cognitive evaluations, all data is needed for more accurate predictions. 

Affective  Cognitive Instrumental 
Number of Classes 

Objective  All Data Objective  All Data Objective  All Data 

2 Classes 0.31 0.27 0.46 0.29 0.36 0.29 

3 Classes 0.55 0.44 0.77 0.59 0.81 0.68 

6 Classes 0.89 0.79 1.18 0.98 1.23 1.08 

Table 3. Mean Absolute Error classification accuracy 

To determine the difference in processing cost when using all data vs. objective data, the time required 

for the NN to do the classification was measured. The experiment was done with an Intel Core2 Duo 

CPU at 2.4Ghz and 2Gb RAM. As a result, we observe a clear decrease in processing cost: when using 

only objective data execution time is on average 316 seconds, whereas when using all data ca. 354 

seconds are required. The attained decrease in the necessary processing time for objective data vs. all 

data for the different dimensions of information value is: 11.1% for affective,  11.3% for instrumental 

and 10.1% for affective. 

5.3 Predicting the Tie Strength   

Tie strength is a direct measure of the relationship between the “poster” and the “receiver” of 

information on SNS. However, in order to quantify the tie strength using the information available on 

the network, the algorithm would need to process large amounts of data, similar to the model of 

Gilbert and Karahalios (2009). Therefore we explore whether communication intensity (TechCrunch, 

2010) or the similarity between users (Gilbert and Karahalios, 2009) is a better predictor of tie strength 

on SNS. By determining which factor better predicts tie strength, we can reduce the necessary 

processing effort for the algorithm. Already by the distributions depicted in figures 4 and 5 we can see 

that similarity follows a more normal distribution similar to the one of tie strength: most users have 

something in common as well as almost as much have very much and nothing in common at all. The 

skewed distribution of the frequency of communication, however, hints that on average users do not 

communicate with a majority of their friends, putting the underlying tie strength in question.  

We estimate two algorithms use a neural network (NN) classifier on the whole sample of data: one 

with three distinct forms of communication intensity and the other with similarity as input factors and 



tie strength as the target variable in both cases. If we use the intensity of communication and similarity 

of interest, the prediction accuracy of the tie strength is 73% and 76% in the binary classification 

(weak or strong tie) and 44% and 50% in the multiple class one (corresponding to the 5pt ordinal 

scale), respectively. We conclude that similarity between users is a slightly better predictor of  tie 

strength, than intensity of communication. This can be explained by the fact that users presumably use 

other means to communicate with their close friends (Vitak et al., 2011). 

  

Figure 4. Communication Intensity Figure 5. Similarity 

6 RANKING ALGORITHM 

6.1 Methodology and Design  

The neural network algorithm can also be used to rank the posts according to their estimated 

importance and compare these values with the real ranks provided by users. For the algorithm, we use 

the average of all dimensions of information value (affective, cognitive and instrumental) as the target 

variable and all factors that have a significant impact on any dimension of value as input (all factors in 

table 1, except for location). The classification returns a real number which provides a measure of the 

post's importance which we use to assign the system’s ranks to the posts for each user. The network 

was trained using 650 randomly selected posts, whereas the other 275 were used for validation. Once 

the network was trained, the posts for each user were ranked.  

On the other hand, in the survey each user evaluated up to six posts which were randomly selected 

from the Newsfeed, as described in section 3. By summing up the evaluations along all the dimensions 

of information value, we were able to assign a user rank to each piece of shared information and 

compare these results with the ranks provided by the system. Note that we only take users who 

evaluated 6 posts, which results  in a total of 141 users whose posts could be ranked. The user ranking 

and the one obtained from the system are then compared by applying the “precision of preferences” 

method (Carterette et al., 2008). The accuracy measure provided by this method is the proportion of 

the pairs correctly ranked by the algorithm. More formally, over all pairs of posts i, j such that i is 

preferred to j by the user, the  “precision of preferences” method returns the proportion for which the 

system ranked i above j. If two posts have the same user rank the pair is ignored, thus the method is 

not affected by the presence of posts equally rated by the user. 

6.2 Computational Results 

The results of comparing the “real” rankings provided by users with the ones obtained through the 

algorithm show the ranking accuracy for the target category that comprises all dimensions of 

information value. The average accuracy of the implemented ranking algorithm over the posts of 141 

users comprises 74.5%, where the minimal accuracy achieved is 28.6% and the maximum – 100%. 

The median lies at 78%. The distribution of the ranking accuracy over the posts of the users can be 

traced in figure 6. We notice a skewed distribution which already signals good performance of the 

ranking algorithm: for over 70% of the users accuracies of over 70% and higher can be achieved. For 

almost 30% of the users the prediction errors amount to 20% or less. We consider this a promising 

result for such a difficult task as ranking of information on SNS.  



 

Figure 6. Distribution of the ranking accuracy  

7 DISCUSSION 

First and foremost, our results confirm that Neural Networks are an effective technique for classifying 

posts on SNS, which allow to achieve prediction accuracies of up to 73%. One of the main 

contributions of our work, however, is that it is possible to achieve such prediction accuracy by using 

much less data than has been done previously. For example, to predict affective value, only the 

objective characteristics are sufficient, such as number of comments and affirmations, post type and 

word count. This result underscores the necessity to carefully choose which factors to include into the 

filtering algorithms. Moreover, we show that using less data increases the efficiency and decreases 

processing costs of the algorithm: by using only objective data the algorithm performs on average 11% 

faster, which is especially significant if the classification process has to be done in real time on SNS.  

Our study identifies factors that positively impact information value on SNS and can thus aid in 

designing algorithms. The number of affirmations, the similarity between users and the 

understandability of the post increase the value of information. These factors can be quantified using 

the available network data. For example, understandability of the post can be implied by the match in 

languages between the users reported on the profile or quantified using Neuro-linguistic programming. 

At the same time, similarity can be determined using the developed content matching techniques 

(Pazzani et al., 1996; Gilbert and Karahalios, 2009). Moreover, our study shows that tie strength can 

better be predicted by the similarity of interests between users rather than communication intensity, 

which is mainly utilized by Facebook. Therefore algorithm designers should be careful when using 

intensity of communication on SNS to recommend content to users.  At the same time, we identify 

factors that have a detrimental impact on information value. For example, long posts with a lot of 

comments coming from people who post very often will most likely be negatively perceived by users. 

Thus, information filtering mechanisms should filter out the “spammers” on the network and treat the 

posts with a high number of words and comments carefully.  

Moreover, our study explores different dimensions of information value on SNS. The best accuracy is 

clearly obtained for the affective value of information, whereas the cognitive and instrumental 

dimensions present a more or less similar level of difficulty to the classifier. This is in line with the 

results of the regression presented in section 4: the independent variables are best at explaining the 

affective value. This can be best explained by the fact that SNS is mainly used for entertainment and 

socializing (Krasnova et al., 2010), and therefore affective value of information is probably most 

salient on these networks. Moreover, affective value less depends on the content of the post, whereas 

cognitive and instrumental dimensions require extensive analysis of post content.  

Furthermore, in our paper we not only filter the irrelevant posts, but also classify posts into multiple 

classes. This finer-grained classification allows a more precise filtering of the information. Although 

classifying into two classes allows us to reach higher accuracy, it does not allow us to determine the 

order of information presentation. If, for example, in case of the two class algorithm the results 

provide more candidate posts than can be presented to the user at one time, the algorithm is unable to 



select which ones to present, resulting in an additional loss in the overall accuracy. On the contrary, 

the multiple classes algorithm would select only the highest ranked posts for presentation.  

Finally, we implement an individual ranking algorithm for the users and achieve even higher 

accuracies than with the filtering algorithm. The ranking is effective, as the amount of posts presented 

to the user can be adjusted according to different parameters, such as the log-in frequency or be 

defined by the users themselves, who desire to regain control over information presentation 

(Tonkelowitz, 2011). As no other study until now has attempted a ranking of information on SNS, our 

results could provide a valuable benchmark for future research.  

8 CONCLUSION 

In our paper we design and implement several algorithms that allow to reduce information overload on 

SNS. First of all, we show that satisfactory levels of prediction accuracy can be achieved with a subset 

of available network data by using a NN algorithm. However, improving information filtering on SNS 

is conditional on the careful inclusion of significant factors. Second, our paper is a first attempt to rank 

the posts in order of their relevance and thus achieve the highest goal of effective information 

classification.  

The main limitation of the study is that some of the variables operationalized subjectively could be 

measured objectively using the available network data. For example, to infer intensity of private 

communication, such factors as the number of personal messages sent or the number of chats initiated 

could be retrieved from Facebook. Collecting data from SNS objectively, however, is bounded by two 

problems. First, Facebook allows to collect this data only for the period of 30 days, which is not 

enough to generate the necessary data variability. Second, this data is raw and quite complicated 

interpretation techniques are necessary to obtain the variables of interest.  
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