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C1. No recommendation: Regardless of the users’ 
evaluation, all sharing actions are displayed (this is 
the “comparable baseline” condition). 

C2. Long list, rest hidden: The dark gray and light gray 
actions from Table 1 are listed as “recommended op-
tions”; the rest is hidden under a “more options” link. 

C3. Short list, rest hidden: The dark gray actions from 
Table 1 are recommended; the rest is hidden. 

C4. One item, rest hidden: Only the most popular action 
for that evaluation is displayed, the rest is hidden. 

C5. Short list, highlighted: All actions are displayed, but 
the dark gray actions from Table 1 are highlighted. 

C6. One item, highlighted: All actions are displayed, but 
the most popular for that evaluation is highlighted. 

C7. No evaluation: Same as C1, but the user does not 
evaluate the activity (this is the “optimized baseline” 
condition, because no evaluation is needed if the 
system is not using it for recommendations). 

In every condition (except for C7), the system first asks 
the user to evaluate the activity using one of 7 options1. 
Each recommender then tailors the display of the 8 
sharing actions to the selected evaluation. 

Results 

Recommendation accuracy 

The first line in Table 2 shows the recall of each recom-
mender: the proportion of decisions that were in line with 
the recommended action. As expected, longer lists have a 
higher recall, but the short lists perform particularly well 
given the lower number of recommendations. Moreover, 
                                                           
1 We combined E2/E4, E6/E10, and E7/E9 because they 
were similar evaluations and also showed very similar 
behavior (see Table 1). 

the recommenders that hide items have a higher recall 
than the recommenders that highlight items. The “rest 
hidden” recommenders are thus more persuasive than the 
“highlighted” recommenders (more on persuasion below). 
This is likely due to the additional effort it takes in these 
systems to select an option that is not initially listed. 

User behavior 

Line 2 of Table 2 shows the recall when applied ex-post 
to the study 1 data. Ex-post recall is high “by design”, 
because the recommenders were derived from this data. In 
comparison, line 3 tests the robustness of the recommend-
ers by testing them on the “new” data of the C1 condition. 
The fact that the recall based on C1 data is lower than the 
ex-post recall indicates that we slightly over-fitted the 
recommenders to the behavior of the study 1 participants.  

Interestingly, though, the “actual” recall in the recom-
mender conditions (line 1) is higher than the ex-post 
recall (line 2): the mere fact that certain options were pre-
sented as “recommendations” increased their likelihood to 
be chosen. In other words, the system persuaded 
participants to choose one of the recommended actions. 

Subjective evaluations 

Participants’ behavior was influenced by the recommend-
ers, but what about their subjective evaluations? Figure 2 
compares the recommenders (C2–C6) against the two 
baseline conditions (C1 and C7) in terms of perceived 
decision freedom, perceived decision help, perceived 
threat, trust in the company, and system satisfaction. 

Temporarily ignoring the optimized baseline (C7), we 
observe the following: Although the recommenders result 
in somewhat lower (yet not significantly lower) perceived 
decision freedom, they do result in somewhat higher 
perceived decision help, especially the “short list, rest 

 
Figure 1. Mockups of the recommenders used to test conditions C2-C6. 

  
C2: Long list, 

rest hidden 
C3: Short list, 

rest hidden 
C4: One item, 

rest hidden 
C5: Short list, 

highlighted 
C6: One item, 

highlighted 
1 Recall in study 2 98.7% 92.2% 75.0% 86.6% 62.5% 
2 Recall in study 1 (ex-post) 95.1% 81.5% 42.8% 81.5% 42.8% 
3 Recall based on C1, study 2 87.3% 67.3% 36.0% 67.3% 36.0% 
4 Odds ratio line 1 and 2 5.03, p < .001 2.80, p < .001 5.20, p < .001 1.46, p = .107 2.55, p < .001 
5 Odds ratio line 1 and 3 16.7, p < .001 7.51, p < .001 7.23, p < .001 3.93, p < .001 3.55, p < .001 

Table 2. Recall in the 5 recommender conditions (C2�íC6). 
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hidden” recommender (C3), which is perceived as 
significantly more helpful than the baseline system 
without recommendations (C1; β = −.483, p = .025). The 
recommenders also result in slightly lower perceived 
threat, and C3 seems to instill some trust in the company 
(albeit not significantly: β = .305, p = .118). In terms of 
system satisfaction, the recommenders are on par with C1. 

Returning to the optimized baseline, Figure 2 shows that 
this system has a significantly higher decision freedom 
(β = .449, p = .040), higher decision help (β = .465, 
p = .021), lower threat (β = −.429, p = .038), and higher 
satisfaction (β = .455, p = .022) than baseline C1. The 
difference between C7 and the other conditions is that 
participants in C7 are not asked to evaluate the described 
activity before choosing a sharing action. This poses an 
interesting dilemma: Although a recommendation (i.e., 
C3) can increase the perceived decision help, asking for 
the evaluation that is necessary to give such a 
recommendation actually ruins the positive effect of the 
recommendation itself. Asking for an evaluation thus 
thwarts the positive effect of the recommender system. 

CONCLUSION 

This paper explored ways to help users of LSS to choose 
among a several sharing actions. Study 1 showed that 
users’ evaluation of their activity is a good predictor of 
their sharing behavior. Study 2 explored a number of 
“privacy recommenders” that tailor the list of sharing 
actions to the selected evaluation. Our results show that 
these recommendations are indeed accurate. In fact, we 
found that the recommenders were persuasive: users were 
disproportionally more likely to choose a recommended 
sharing action over an action that was not recommended. 

Companies can use this persuasive power to influence 
users’ behavior through recommendations (Cremonesi et 
al., 2012). Note, however, that recommending items that 
the user clearly does not like is likely to result in 
reactance (behavior that explicitly counters the 
recommended action) and lower satisfaction (Fitzsimons 
and Lehmann, 2004). This argument is in line with 
Wilson et al. (2013), who also warn that the subset of 
available sharing options has to be “carefully considered” 
because it “can influence users to share significantly more 
without a substantial difference in comfort”. 

In terms of subjective evaluations, the recommenders did 
not have a very large impact, although the recommender 
that presents a short list of recommendations and hides 

the rest (C3) is perceived as more helpful than a system 
that just presents all 8 sharing actions (C1). The fact that 
this recommender is both persuasive and regarded as 
helpful gives credence to the idea that recommendations 
are adaptive defaults: they facilitate the decision process 
by nudging users towards an option that meets their needs 
(Smith, Goldstein, and Johnson, 2013).  

Recent studies show that users’ sharing behavior can be 
influenced by subtle changes in the decision environment 
(Acquisti, John, and Loewenstein, 2012; John, Acquisti, 
and Loewenstein, 2011; Knijnenburg, Kobsa, and Jin, 
2013), and our current results corroborate these findings. 
Highlighting certain options makes them more likely to be 
chosen, and hiding the other options results in an even 
stronger persuasive effect. Taking this practice one step 
further, one could even remove certain sharing options 
altogether. Knijnenburg et al. (2013) show that in that 
case users’ choices among the remaining options will be 
subject to well-known decision context effects. 

The recommenders did not improve the usability of our 
LSS over the optimized baseline (C7). This reduces the 
practical applicability of our results, but it highlights that 
an adaptive privacy system, no matter how accurate, 
needs to be accepted by users as well (cf. Knijnenburg et 
al., 2012). In this specific case, the initial premise that 
evaluating the activity is easier than choosing a sharing 
action could be false. Alternatively, by asking users to 
evaluate the rather “risqué” scenarios, we may have inad-
vertently alerted them of the dangers of location-sharing. 
Luckily, day-to-day location sharing rarely involves such 
extreme scenarios, and this “inadvertent awareness effect” 
would thus arguably be smaller in reality. 

The fact that our recommenders did not increase user 
satisfaction presents two opportunities for future research. 
The first is to explore alternative ways to support location 
sharing that balance privacy and usability. Finding the 
optimal level of control is of key importance here: 
increased control can help to reduce users’ perceptions of 
privacy risk, but it can at the same time overwhelm the 
user (Compañó and Lusoli, 2010). Carefully designing the 
sharing options is a good initial step in this direction (cf. 
Knijnenburg et al., 2013). The other opportunity is to find 
a way to recommend sharing actions without explicitly 
asking the user to evaluate the activity. For example, it 
may be possible to “extract” the evaluation of the activity 
from a status update. Alternatively, users’ previous 
sharing actions at similar locations may be used (cf. 

Figure 6. The effect of the recommenders (C2–C6) on subjective measures. Because factor scores have no inherent scale, the 
measures are fixed to zero at C1, and scaled in sample standard deviations. The error bars are ±1 SE of the comparison with C1. 
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Cranshaw et al., 2011; Toch et al., 2010). Regardless, the 
findings presented in this paper show that the idea of 
recommending sharing actions to reduce the decision 
burden on the user is worthy of further exploration.   
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