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AN INFORMATION ECONOMICS APPROACH TO
ANALYZING INFORMATION SYSTEMS FOR

COOPERATIVE DECIS][ON MAKING

Anitesh Barua
Andrew B. Whinston

Department of Management Science and Information Systems
The University of Texas at Austin

ABSTRACT

In this paper, we use an information economics approach for analyzing information systems (IS) that
are used by multiple decision makers (DM) for making inter-related decisions in a cooperative
environment. A decision setting is considered where there may be a precedence relationship between
actions, and where one DM's action may be constrained by others' actions. Moreover, an individual
DM may not have full information on other DMs' decision parameters. Several interesting results
emerge from the analysis. In a two-stage, cooperative decision setting involving a purchasing and a
production function, the interactions between the two decisions, and the impact of the IS shared by the
DMs on their overall performance are studied. Using team theory, it is shown that when the first DM
does not have full information on certain decision parameters of the second DM, the overall cost may
increase with a more accurate IS, even when higher accuracy call be obtained for free. The optimal
level of informational detail for the two decision makers is studied in conjunction with restricted action
sets. We find that the level of detail that can be effectively utilized by the team is determined only by
the action set of the second DM. This result provides a basis for determining the information
requirements of the DMs as a function of their context parameters. The issue of updating information
for the two DMs is also addressed. Endogenizing updating frequency as a decision variable, we show
that higher updating frequency of the shared IS may lead to higher cost (or lower payoff), even when
the increase in frequency is obtained at zero cost. The results of the paper have implications for
better design of information systems supporting distributed decision making in cooperative environ-
ments.

1. INTRODUCHON time. For example, what is the optimal level of informa-
tional detail of an IS in an inter-related, multi-person,

Complex organizational activities involve coordination and cooperative decision making environment? Is more
communication among multiple decision makers (DM). accurate information at least as valuable as less accurate
The widespread proliferation of information systems (IS) information in the above environment, where a DM may
technology has opened up new possibilities for decision not fully know certain decision parameters of other
making in such complex, inter-related environments. DMs?1 What is the optimal information updating fre-
Thus, there is a growing recognition of the importance of quency for IS that support inter-related decisions? In this
designing distributed computing systems that integrate paper, we use the principles of information economics
different decision making units of a company. Related and team theory to investigate some of these questions,
system design issues that must be addressed include the and to derive managerial guidelines for better design of
effectiveness of communication channels between the shared IS.
DMs, the type and accuracy of information to be pro-
vided to each DM, and the appropriate frequency of The above design issues may be addressed by takingupdating information. account of the value of distributed information to the

DMs involved. The goal of this paper is to provide
While there is a large body of literature on the technical insights into the nature of the design solutions that would
aspects of IS for enhancing coordination among decision be obtained by solving large-scale realistic models.
makers, the analyses of such IS from the economic Accordingly, we explore a simplified model from which
perspective have not been widely conducted in the MIS analytic solutions can be obtained. In this sense, the
literature. As a consequence, many economics related paper follows the tradition of micro-economics rather
design issues are not well.understood at this point in than operations research.
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In particular, we consider a manufacturing environment and information economics literature. It reveals a gap in
involving a purchasing and a production manager. Ucing the study of the economics of shared information systems,
a shared information system, they act as a team and provides the motivation for this paper. The production
attempt to minimize the total cost of shortage and excess environment, the IS used by the two DMs, and their
of raw materials and finished goods. While the paper is decision parameters are described in section 3. Section 4
geared to this production setting, the results obtained contains the derivation of the results, and also includes
from the analysis may be generalized to any multi-person numerical examples and intuitive justification to support
decision environment with the following characteristics: the findings. Planned extensions and enhancement of the

basic model are outlined in section 5. Managerial impli-
• A precedence relationship exists between decisions cations of the study and concluding remarks are provided

whereby one DM's action becomes an input to the in section 6.
next DM's decision.

• A DM's action may be constrained by others' actions 2. MOTIVATION AND PRIOR RESEARCH
since the objective is to minimize (or maximize) the
overall cost (or payoff). With organizations becoming increasingly complex,

essential managerial activities are taking the form of
• A DM may not have full information on certain inter-related decisions involving coordination, collabora-

decision parameters of the other DMs. tion, and communication across multiple decision makers.
As a result, the design, development and evaluation of

The basic results of the paper may be summarized as information systems that can support cooperative deci-
follows: When the first DM does not have perfect infor- sions have become major concerns in MIS research.
mation on certain decision parameters of the second DM, Applegate et al. (1991) broadly refer to such IS as organi-
the overall cost incurred by the team may increase from zational computing systems and define their scope:
the use of a more accurate (i.e.,less noisy) IS, even when
the increase in accuracy is obtained for free. This result Organi7ptional computing involves the
is in sharp contrast to the single DM case, where more development, operation, and evaluation
accurate information is at least as valuable as less accu- of computing systems explicitly nimed at
rate information. It poses some important IS design directly aiding the performance of multi-
considerations for inter-related decision settings. The pie participants engaged in a common
optimal level of informational detail for the two DMs is task or pursuing a common goal.
investigated for the case where one of the DM's action
set is restricted. We find that the optimal level of detail There is a growing body of terhnical and behavioral
for the team is determined ono' by the action set of the literature on organi tional computing. The topics
second DM: i.e., irrespective of whether or not the include computer supported collaborative work, group-
action set of DM1 is restricted, the level of detail that ware, negotiation support systems and coordination
can be effectively utilized by the team is solely deter- technology (Applegate 1991; Ellis, Gibbs, and Rein 1991;
mined by the action set of DM2. The extent of interac- Kraemer and King 1988; Turoff and Hiltz 1982). How-
tion between the two decisions and its impact on the ever, the MIS literature is particularly lacking in terms of
usage of the IS are studied through the choice of studies focusing on the economic aspects of design and
ordering and production times. Lastly, the issue of evaluation of organizational computing systems. Apple-
selecting an updating frequency for the IS is addressed. gate et al. recognize the need for information economics
It is shown that in the absence of synchronization be- based studies on assessing the value of knowledge and
tween the subsystems of the IS, a higher updating fre- computer-based systems for managing the knowledge in
quency does not guarantee a lower cost for the team, the context of organizational computing.
even when the increase in frequency is obtained at zero
cost. The results of the paper emphasize some central Although somewhat restrictive in nature, information
issues in the design of shared information systems, such economics is a well-developed theory for assessing the
as the effect of inter-dependency of decisions on the value of alternative information systems (Barron and
maximum team performance attainable with alternative Saharia 1990). In our present context, team theoty, a
IS designs, and the tradeoffs between organizational and subfield within information economics (originally deve-
IS parameters. loped by Marschak and Radner 1972), provides a starting

point for analyzing the design of information systems in a
The balance of the paper is organized as follows: In cooperative environment. A team is composed of mul-
section 2, we present a brief survey of the relevant MIS tiple decision makers taking individual actions on the
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basis of their information, which they receive through helps us derive analytic solutions for the inter-related
their own information structures.2 All team members team environment in the subsequent sections.
attempt to maximize a common payoff function. The
explicit recognition and optimization of a single objective 3. THE DECISION ENVIRONMENT
make team theory particii,nrly appe:,ling for the evalua- AND THE IS
tion of cooperative information systems. However, we
note that typical multi-person environments have certain In order to provide a context for our discussions, we
characteristics which are not considered in team theory consider a simple manufacturing environment with two
formulations. For example, explicit interactions between DMs: a purchasing manager (DM1) and a production
the actions of various decision makers have not been manager (DM2). They use an integrated Material Re-
studied in team theory: Similarly, a DM's knowledge of quirement Planning (MRP) system for making purchasing
the decision parameters (e.g., the available action set) of and production decisions. The MRP system has a de-
other DMs, and its impacts on his/her decision, have not mand forecasting subsystem, which provides information
been addressed. These are, however, some of the issues on the demand for finished products. The gross raw
that are central to the development of successful organi- material requirements are computed by a palts require-
zational computing systems for enhancing cooperative ments subsystem using information on the demand for
decision making. In this paper, we adopt the joint opti- finished products and the Bill of Materials. We do not
mization approach of team theory to study some eco- consider inventory levels directly in the computation of
nomic aspects of information systems used in making raw material requirements. This may be the case in a
inter-related decisions. just-in-time environment, where there may be a penalty

for excess raw materials in an attempt to minimize
It is useful to briefly describe the abstraction of an IS inventory, requiring closer coordination between the
used in this study. Marschak and Radner (1972) charac- decision makers.
terized an information structure by the ,/ineness (or
equivalently, coarseness) of the information provided by We model the purchasing and production decisions as a
the structure. Formally, it is expressed through a hkeh- team with a common cost function. We consider a single
hood junction, which for discrete values is a matrix of finished product which requires k units of a raw material.
conditional probabilities, [X(y) 1 8)] where {y}is the set The results derived in the following sections can be
of signals that can be received from the IS, and { # }i s generalized to products involving multiple types of raw
the set of states of the world (see McGuire (1972) for a materials. L.Et #f and er denote the true demand for a
discussion on the comparison of information structures). finished product and raw material requirements respec-
More recently, Barua, Kriebel and Mukhopadhyay (1989) tively. Then, according to the above assumption, 9, =
and Barua (1991) have enhanced the attributes of infor- ker Let af be the amount of finished goods to be pro-
mation through the development of a formal duced (DM2's decision), and a, be the amount of raw
multi-dimensional model of information quality. In this material to be purchased (I:)Ml's decision). Let us
paper, we consider three attributes - signal accuracy, assume a quadratic cost function which is given by
signal timing, and information updating frequency - and
study their impacts on the performance of a team in an ziap 9, an k) = cAat - 8;j  + c,(ar - *Y
inter-related environment.

where c,(af . 8,)2 is the cost of shortage or excess of
Since we use fineness (or coarseness) of information in finished goods, and c,(a, - a,)2 is the cost of excess raw
our analysis, it is useful to translate these terms into the materials. We note that the above cost function only
associated design issues that IS specialists would face. If deals with the efficiency of managing raw material and
information is arranged in the form of a relational table, finished goods inventory (which is directly affected by an
the measurement scale for each field in the table and the information system), and does not take into account other
total number of fields jointly determine the fineness of components such as raw material cost and production
the information contained in the table. For example, a cost.

field's values could simply be called "high,"medium," and
"low" in referring to the demand for a finished product. Quadratic costs have several drawbacks including the
In effect, this is a partitioning of the real number system. identical treatment of excess and shortage situations.
A more precise (i.e., finer) scale would be obtained by However, it allows for algebraic manipulation, and is a
using integers. Similarly, removing a field (say, sales) widely used functional form. While we use the above
from the table reduces the fineness of the state space cost function for analytical tractability, the results of the
partition, since now there is no information available on paper are not artifacts of the specific quadratic form,
the field in question. The abstraction in terms of fineness being based on more general intuitions.4
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The above formulation imposes a constraint on DMTs 4. RESULTS
action: a, s a,/k. At a later point in the analysis, we will
introduce some temporal aspects of the IS used by the The results of this study may be broadly divided into
DMs. In that case, it will be useful to consider a produc- static and dynamic categories, depending on whether or
tion rate for finished goods, P, a starting time for the not they address temporal issues.
production process, t (to be determined endogenously),
and an ending time, 4 (specified exogenously, such as a 4.1 Decisions in a Static Environment
deadline), for the production process. Thus, there will be
an additional constraint on DM2's decision: To understand the motivation for having two DMs, we
ats (4 -t)P. note that if all the parameters of the two decisions are

fully known to one of the DMs, then the decisions could
Our intent in this paper is to study the effect of the be centralized. In that case, the optimal decisions for a
interaction between the decisions on the best team perfor- given IS can be determined by using the dynamic pro-
mance attainable with alternative IS. As a result, we do gramming approach. We first derive the optimal deci-
not incorporate actions on the part of DM1 and DM2 sions for a static environment, where the production rate,
that have no direct interaction. For example, DM1 may P, is large (i.e., P does not pose a constrajnt on DM2's
also take an action regarding the selection of a supplier decision regarding the amount to be produced). We use
based on information regarding the quality supplied. the following notation:
This action does not affect DM2's decision on the quan-
tity of finished goods. Similarly, based on information A(.1.) is a conditional density or mass function (the
regarrting the past performance of production equipment likelihood function).
and personnel, DM2 may have to decide on the amount
of inspection for production defects in the finished goods p(.) is a density or mass function defined over the states
which is independent of DM1's actions. Thus, our atten- and/or signals.
tion is purposely focused only on interacting decisions.

Proposition 1: 10:en the production rate P is not a con-
straint on the actions of DM1 and DMZ the optimal

It is also important to note that the above scenario only actions are given by
serves to highlight the utility of a set of results that can
be applied to a broader variety of decision contexts. The

a.* - k ief e eet(0,\Y)manufacturing environment, however, provides some of
the characteristics of inter-related decisions we wish to
study. First, there is a precedence relationship between al' - fe, E 441(4ly)
the decisions (the purchasing decision precedes the
production decision). Second, DM2 is constrained by the where y is the signal on the demand for finished goods,
amount ordered by DM1. At the same time, DM1 must and where the integral sign stands for o generalized sum-
consider the decision parameters of DM2 (since the mation operator.
overall cost must be minimized), and is therefore impli-
citly constrained by the latter. Third, DM1 may not have Proof: Following a dynamic programming approach, we
full knowledge of all the decision parameters of DMA first optimize the second decision. Given any signal y on
either due to lack of communication, or due to the the demand for finished goods, and an the action taken
dynamic nature of the parameters themselves. by DM1, DM2's choice may be stated as

The information system reports on #, and er Let {y,} mimmize
and {y,} be the information (signal) sets corresponding to a, f [c,(a,. 0,)2 + c,(af - ab)2 + L(a, - a,/k)]1(0,1y)
partitions of { 0,} and {91¥} respectively. Note that the 6/€ef

mapping between 01} and {y,} is not necessarily where L is the Lagrange multiplier. Differentiating with respect to af
one-to-one when the time dimension is considered. and setting to zero, we have
Demand information and raw material requirements
information may be updated at different times (when L - 2*Car- a 4 -   /,e e claf - 0 )1(OAY)there is a lack of synchronization between the subsystems
of the IS itself). However, for the static decision making Differentiating the cost function with respect to L and
environment, we will assume that knowing y, and k setting to zero, we have a, = ar/k. Using this value of a,
enables one to compute the corresponding Yr in the cost function, and differentiating with respect to a*
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2 certain parameters may change so often that communica-

-r- 1 9, e e(a,/k - @DAGAY) = 0 tion-based centralization of the two decisions may not be
a feasible or cost effective solution,s As an illustration,
there may be an unexpected equipment breakdown or an

Thus, the Lagrange multiplier, L, is zero, indicating (for unavoidable change in the production schedule due to
this minimization problem) that it is not limiting the prioritization of some specific orders.
objective function. The intuition is that DMI calculates
DM2's requirements (since they are trying to minimize
the team cost function) and orders exactly that amount. Even in the case of decentralized decision making, it is
Therefore, we use an unconstrained optimization still optimal for the two DMs to follow the decision rules
approach to derive the desired results. DM2's choice is outlined in Proposition 1, but with their respective know-
given by lodge on each other's decision parameters. Thus, for

example, when DM2 does not have full information on
minimize DMI's parameters, following the above decision rules will
a, f#, E e, [C», . 4, + C,(a, - ak)2]X(#fly) stilllead to the least expected cost that could be achieved

without complete communication between the two DMs.
Differentiating with respect to ap we have We will utilize these decision rules throughout the paper.

Also note that the above decision rules were derived byc;ca, + c, 1,
ar = assuming that the two DMs receive two signals that havec, + cr a one-to-one correspondence. That is, for any signal

received by DM1, the corresponding signal for DM2 can
where 4 = 4fef E ejejx(#fly)

be identified. If DM2 receives a more accurate signal
from the IS after DM1 has taken an action, then DM2
can determine the optimal decision with DM1's action

Let A = c.k, B = c* and D = 9 + c/. Substituting and the new signal as given.6 Similarly, due to a lack of
the value of ar* in the cost function, DM1's choice, pro- synchronization between the update of demand and raw
blem (for a given <ignal y, and k) may be stated as: material requirements information, DM1 and DM2 may

take actions based on signals which do not have a one-to-
minimize Aa,+B . one correspondence.

a, f#, € 9, Irk
Next, we study the impact of the accuracy of the lS on

Aa. + B the performance of the team, when DM1 may not have+ cia,-k ' )lx(#,ly) full knowledge of DM2's parameters. In particular, weD consider the case where DM2's action set is temporarily
restricted (say, due to machine breakdown or main-

Differentiating and setting to zero, we have tenance), and where due to lack of communication DM1
continues to believe that DM2 has an unrestricted actionc,fa, + c,(p - Akfa, -cM;(D -Ak) + set.

c,4-B- c,1.Di, = 0

or alcf,2 + CAA = IC k + cf,2#214 Proposition 2: If DM2 has a restricted action set, and if
DM1 does not have this information, then the overall costor ar = k4 = kief e  ji(Of\y) o may increase when DM1 uses a more accurate systern, even

Discussion: The above proposition shows how both of when the increased accuracy is obtained for free.

the decisions could be made by one DM with the
knowledge of all relevant parameters, with the same Proof: By construction. Consider the case where aexpected cost as that of the distributed case. However, perfect (noiseless) information system is used by DM1.
from a realistic viewpoint, it is difficult for one person to Lit the action set of DM2 be restricted to {0, n }, with 0,have full knowledge of all decision parameters. For E {0,1,..., n }. Let p(#,) = p V 0, 6 0,  i.e., the densityexample, the purchasing manager may not have perfect over states is uniform. If there is no communication
information on the maintenance schedule of the produc- between the two DMs, DM1 takes an action a, = e,kdon equipment, which in turn may determine the true corresponding to the signal for #f (since the system isproduction rate. Similarly, in a dynamic environment, perfect).
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The expected cost is Consider a coarser system with state space partition {[0,
98], 99}. With this system, the expected cost is

E etplep + c,3 E Otple,)
8/ g {0,1,..., n-1} ef f {0,1,...,n-1} I ex(#flyl)p(Yl) + (49)2)60

8,€ {0,...,98}
The above expression for the expected cost is explained
by the fact that DM2's action is 0 for 8, € {0, 1, ..., n-1}, - .Oix E 0/(49)2 x .99
and n for 8, = n. Now consider a noisy system which #f € {0, ..., 98}
provides a coarser state space partition {[0, n-1], n} with
a signal set {yli )'2} corresponding to the two partition = $5562.48
elements. For signals yl andh DM1 orders

Discussion: The intuition behind the result is as follows:

*te, E {0, 1, ..., n - 1} 4 (4ly,)
With the perfect system, DM1 orders an amount equal to
k times the true demand for finished products, while

and n respectively, while DM2 takes actions a, = 0 and n DM2 cannot change his/her action for every state of the
respectively. world because of the restricted action set. As a result,

there will be an excess of raw materials which increases
The expected cost with the noisy system is given by the total expected cost. With the coarser IS, DM1 is

forced to order an average amount, which results in a
E 6/1(41,4*0 lower cost figure. The proposition implies that the

e,¢ {0,1, n-1} well-known result of a more accurate system being at
least as useful (valuable) as a less accurate system (for

+ CR { I #/A(811.Yl)}2pdl) the single decision maker case) cannot be taken for
8,€ {0,1,...,n-1} granted in a multi-person environment with inter-related

decisions. In particular, when the action set of a DM is
The difference in expected cost between the noisy and not known fully to the other DM(s), the overall cost (or
the perfect system is payoff) can increase (decrease) with the use of a more

accurate (less noisy) system.
Cr{ E 9,1(#flyl)}2>@1)

8,€ {0,1,...,n-1} One important system design implication is that in a
dynamic environment, where the DMs' action sets may

. cr E oip(ob change often, the communication linkages between DMs
0,€ {0,1,...,n-1} must be investigated/improved before contemplating an

increase in the accuracy of the IS which reports on the
Note that A(#flyl) = 1/n and that p(yi) = n/(n + 1). demand for finished products and the corresponding
Thus the above difference is given by derived demand for raw materials. In the absence of an

effective communication subsystem, an improvement in

c/r(n - 112 _ 4(n-1)(2,; - 11  the accuracy of demand and raw material requirement
*n + 1) 6(n + 1) information may even have a negative effect on team

performance. The communication system between the
which is negative. • DMs need not remain active on a constant basis. From

an economic standpoint, it should be triggered only when
there is a relevant change in DM2's action set. A change

Numerical example: Let the state space be e, = {0,1,2, in DM2's action set is relevant for the team iff it changes
..., 99}. Let p(#,) = .01 V 8, E er Let c, = c,/2 = 1. DM1's optimal action for at least onc signal from the IS.
Also let the restricted action set of DM2 be given by {0, Communicating changes that do not affect DM1's choice
99}. Consider a perfect (noiseless) system. The expected only adds to the communication cost without a corre-
cost after using the system is sponding increase in payoff. This notion of action rele-

vance can be generalized beyond our current context, and
12 0,17(#,1 + E Otp(ob can be used to guide the design of communication chan-

#f E {0,.., 98} 8,€ {0,..., 98} nets.

=.Olx2x98*99x197 = $6370.98 An important related issue is the value of communication
6 between the two DMs in this context. Interestingly, the

value depends not only on the difference between the
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true action set of DM2 and that perceived by DM1, but still take the same actions, since the change in partition
also on the state space partition of the IS used by the does not affect DM2's actions. Note that the total cost
DMs. For example, the value of communication for the will increase if DM1 changes actions while DM2 doesn't.
coarser IS (as described above) is $2376.99 (since the Hence the above partition is optimal for the team.
expected cost to the team is $3185.49 with perfect com-
munication regarding DM2's action sec while it is Consider the case where DM1 has an equivalent restric-
$3185.49 for the perfect IS. Thus, in this case, a higher tion given by {a,k},i= 0,..., n. We show that there is a
level of expenditure on a communication channel benefit of making the information more detailed than the
between DM1 and DM2 is justified for the more accurate above partition. Let the true demand for finished pro-
IS. This implies that the benefits (and by extension, duct lie in the partition element (a, + 06 69 +1+ a,+1],
costs) of improving the communication subsystem and of DM1 orders apttk corresponding to this partition ele-
increasing the accuracy of the IS should be considered in ment. Note that DM1 cannot change the action (due to
tandem because of the interaction between communica- the action set restriction) for any state in this interval.
tion and accuracy. Thus DM1's action remains the same even for a finer IS.

But DM2 may change his/her action when the fineness
We note that the result of Proposition 2 is not dependent (level of detail) of information is increased. Consider an
on the particular form of the restricted action set (e.g., IS that provides perfect information in the interval (aji +
{0, n} used in the proof and the numerical example. For ai, ar,+1 + a,+1]. Let DM1's action a,+ ik be denoted by
instance, when DM2's action set is {0,49,99}, the 6,1,+2 Given this action, DM2's choice with perfect
expected cost with a perfect system is given by information is given by

I of>(#,) + 2 E (8,-49)Ip(0/) min
1/ 6{0,...,48} 0,6 {49'...,98} a  af - 6  + C,(a, - a )2 + L(af - a,#+1/141

= $1568.50 where L is the Lagrange multiplier. Solving for L, we
have

Similarly, with the coarser system, the expected cost cain
be shown to be $808.50, which is less than the expected L = 2£&9f - an+Jk)
cost with the perfect system.

Thus, if 8, s a,i.1/k, then the constraint is not a
Next we consider the problem of determining the optimal limitation. With any #f < az,+1/k, the optimal a, will be
level of informational detail for the team, when one of strictly less than a,,i·+ t, showing that the partition {ajo +
the DMs has a restricted action set. As mentioned in 4 ...,ar.1 + a..1} is not optimal when DM2 has an
sections land 2, we are interested in finding the informa- unrestricted action set. 0
tion requirements of the two DMs as a function of their
decision context parameters such as the set of available Numerical example: I£t c, =c, =k= 1, ef= {0,1,2,
actions. ..., 100},andp(4) = .0099 V 8, E e, Also, let the re-

stricted action set of DM2 be given by {0, 50, 100}.
Proposition 3. If only DM2 has a restricted action set, Then the optimal state space partition for the team is
ta ,i = 0,..., n, then let the optimal state space panition given by {[0, 24], [25, 75], [76, 100]}. To see why,
for the team be denoted by Zp If only DMI has an consider the partition element [25,75]: In this interval
equivalent action set restriction, {a,t},i= 0,..., n, then let DM1 has a choice between 0, 50 and 100 units. For a, =
Zi be the optimal state space partition. Zi is finer than 50, the restricted choice of a, is given by
Zr

min

Proof: First, consider the case where DM2 has a re- ar c {0,50} [ E (af - 91)2A(8 IYD + (50 - a,)1
stricted action set {aji},i= 0,..., n. Since the states of 0 6 {25,..,75}
the world (demand, in this case) and the actions (amount
produced) have the same units, we can use the actions to where h is the signal corresponding to the interval [25,
denote a particular partition of the state space. Consider 75]. The optimal value of a, is found to be 50, with a
a partition {aF + 4 ..., aiA.1 + a„-1} such that for all total expected cost of $21638. DM1 does not choose 0
states in the interval (a  + ai, at,+1 + ai+1] DM2 takes or 100, since the total expected cost is lowest for 50.
the same action ar,,+t. That is, DM1 will take actions With af restricted to {0, 50, 100}, a finer state space
a,ok,ank, ..., a#c corresponding to the respective elcments partition has no additional value for the team. Even if
of the above partition. With a finer partition, DM1 will DM2 knew the exact value (between 25 and 75) taken by
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the true state of the world, his/her action remains the for an inter-related team. The action relevance criterion
same ( = 50). for each DM determines what level of detail is appro-

priate for him/her. For example, it can be shown that
Now consider the case where DM1 has the restricted for the interval [25,75] above, an IS which distinguishes
action set {0,50,100}, while DM2 has an unrestricted between all states in the interval [25,50] and none
action set. We will show that a finer state space partition between [51, 74] provides the optimal level of detail for
than the above leads to a lower expected cost. Consider DM2 (when DM2 has an unrestricted action set).
a perfect system that recognizes all states between 25 and
75 units as distinct. When DM1 orders 50 units, the
optimal action a, may be stated as a function of e, for 4.2 Temporal Considerations for the Team
0,550.

To this point, we have considered IS with stationary
a,=25 + 0,/2 likelihood functions. However, in many situations, the

accuracy of the signals from the IS may increase over
The above expression shows that there is additional value time due to temporal resolution of uncertainty (Barua,
of knowing the exact state of the world. That is, with a Kriebel and Mukhopachyay 1989). At the same time, the
more accurate IS (which induces a finer partition), DM2 actions available to a DM can change' with time. For
is able to jine-mne the choice of at For example, if the example, if 4 is the deadline for shipping finished goods,
true state of the world is 25, then DM2 decides on 373 then the action set of DM2 at time t is given by
instead of 50 units to minimize the cost. The total [O, (4 - f)P]· Similarly, the maximum amount that DM1
expected cost is can order may also be decreasing with time.

[ E 2(25- 4/2)2 In this subsection, we study the impact of an IS on the
91€ {25,...,50} performance of the team, when (i) the accuracy of the IS

increases with time, (ii) both DM1 and DM2 have de-
+ E (50 - 9,)111(4: 8,6 {25, 75}) creasing action sets, and (iii) DM1 may not have perfect

8,€ {51,...,75} information on the production rate, P. The following
characterizations are used in the subsequent analysis:

= $162.43
The accuracy of the IS increases continuously with time.
For example, if there are two states {01, 02), and two

Discussion: An interesting corollary that follows directly signals 51, Y23, then the conditional probabilities
from proposition 3 is that the optimal level of informa- AQ  8,), 4 j = 1, 2, may change with time, and
tional detail for the two-person team is solely determined approach 1 for i = j and 0 for i +j.
by the action set of DM2. That is, DM1 need not obtain
detailed information when DM2 has a restricted action For the sake of simplicity, we assume the supplier lead
set. The intuition is that when DM1 has an unrestricted time to be zero. When the assumption does not hold
action set, his/her choices are still efectively constrained true, the possibility of the two DMs taking actions based
if DM2 has a restriction. Thus, more detailed informa- on different signals has to be addressed explicitly.
tion has no additional value for DM1. However, the
converse is not true. Even when DM1's action set is hoposition 4: If DM1 does not have peifect information
restricted, DM2 can reduce the team cost by obtaining on the parameter P, then the expected cost may increase by
finer information. That is, with a finer IS, for all values using an IS which becomes more accurate over time, even
of demand less than a,/k, DM2 can choose an action when the cost of increasing accuracy is zero.
which results in some excess raw material inventory (i.e.,
a, < a,/k), but which, nevertheless, lowers the total Proof: By construction. Let P' be the production rate
expected cost below what would be obtained with zero perceived (or estimated) by DM1. Let A,(t) denote the
raw material inventory. maximum amount of raw materials available at time t.

Let A,(t) be a decreasing function of time. For an IS
One of the key system design criteria is to provide infor- that does not increase in accuracy over time (i.e., has a
mation that is both necessary and sufficient for a given stationary likelihood function), DM1 will take an action
decision setting. A higher-than-sufficient level of detail at t, such that A,(t) = k* sup {0,} (since waiting any
does not reduce (increase) team cost (payoff),and gene- longer brings in the possibility of not being able to order
rally costs more to obtain. Proposition 3 offers a basis a sufficient amount of raw material in the event of high
for determining the relevant level of informational detail demand). However, when the likelihood function
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X0,1 8,) changes (improves) over time, DM1 takes an will be $1496.87, which is higher than the expected cost at
action at time t' 2 4 since there is a possibility of im- t = 0. Therefore, the expected cost is lower when the
proving performance with the accuracy of information. DM uses a less accurate but stationary likelihood function
Let y, and y, be the signals corresponding to inf{ 0,} at t = 0.
and sup{ Of} respectively. If t' is such that

Discussion: Proposition 4 and the associated numerical

Ct. - t' P < 1 0; e ef 0111(0AY'), and
example show that imperfect communication regarding
the production rate may increase the team cost by (i)
constraining DM2 to a suboptimal action and (ii) creating

(4 - t')p, 2 fer e 0, et (Gr y,)
excess raw material inventory.

then the available time period becomes a binding con- The proposition highlights some design tradeoffs for the
straint for the second decision for all signals. That is, for shared IS. With a very high P, an IS whose accuracy
all signals, DM2 will be forced to produce (4 - t')P units. increases relatively slowly will perform quite well, and
However, DM1 calculates t' to be non-binding since with may indeed be an optimal choice when the cost of a
the perceived production rate, Pi the maximum amount rapid increase in accuracy is high. The concept may be
that can be produced is greater than or equal to the generalized to the design of an IS for a given level of
maximum quantity that could be required upon the organizational resources. In section 5, however, we
receipt of any signal at time t'. Thus the binding con- consider P as an organizational variable, and discuss the
straint increases the expected cost beyond what is ob- possibility of the joint determination of P and the IS
tained with a stationary IS. 0 attribute levels.

Numerical example: Let P and P' be 20 and 30 respec- Next we investigate the effect of the accuracy of the IS on
tively. Let 4 = 6, ef= {eli 82} = {25,100}, and the time at which DM1 takes an action. Since the avail-
p(#1) = p(#A = .5. Let c, =c, =k-1. Also, let the ability of raw materials must precede production, the
time variant likelihood function be given by A,Vii 01) - ordering time is an important factor in ensuring that the
A,52|80 =1 - .4£4: At t= 0, the stationary IS is the production process is completed on time. First, we
same as the non-stationary IS, with a likelihood function obtain a lower bound on the timing of DM1's action.
X64 1 01) = A#2100 = .6. Let the maximum amount
that can be ordered at time t be given by A,(t) = 100 - Proposition 5: Let the signals corresponding to sup { 8,}
22. and sup!6,1 be y, and Yn respectively. The raw material

ordering decision can be delayed at least up to a time t* =
For a signal y at t, the unconstrained optimal action by min{t*t, t;}, when t; and t; given by Et* (#,ly,) = (4 -DM1 is given by

t;),P and A(t ) = Et (8,1YJ, and whem Et(# ly) is the
a = E #fx,(#fly) conditional expectation at t.

fee,
Proof: E,(#,ly,) and E,(#, ly=) increase with tim  and
approach sup t#,1 and sup f#J respectively. At t 1, theand the expected cost is given by
maximum amount that can be actually produced equals
the maximum amount that DM2 may possibly deci*
upon in an unconstrained environment. Similarly, at t 2,I a E (a - 8,)2x,(#fly)P,5)

y € Dl, Y:}  / <  /11  2 
the maximum amount of raw material that can be or-
dered equals the maximum amount that DM1 may

At f = 0, DM1's unconstrained optimal actions fory: and
possibly order in an unconstrained environment. There-

yi are 55 and 70 respectively, with a total expected cost of fore, neither DMs' action set becomes efectively re-
$1350. Note that the true production rate, P, does not stricted before t*. Also, since the accuracy of the IS

increases with time, there is no need to order before t*. oact as a binding constraint at t= 0.

At t = 3, he corresponding actions are 45.62 and 79.37
Discussion: Proposition 5 shows the interaction between

respectively, with an expected cost of $1121.33. With the parameters of the two DMs and its impact on a lower
DM1's information on P being 30, the production rate bound on the timing of the purchasing decision. As in
docs not act as a constraint on the amounts to be pro- proposition 4, we note the importance of DMTs know-
duced. However, in reality, DM2 will be able to produce ledge of the production rate, P. Next, we derive an
a maximum of 60 units. As a result, the expected cost upper bound on the timing of the purchasing decision.
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Proposition 6: Let t** = min {ti**, 12**}, where tl** and same time, a higher updating.#equency Of the raw material
£1* are given by requirements subsystem may lead to higher expected cost

even when the cost of increasing the frequency is zero.
inf {er} = (L- t;*)P and A,(12**) =k* inf {#f}.

Regardless of the accuracy of the IS, the pe,formance of Proof: By construction. Figure 1 shows two updating
the team deteliorates when the purchasing decision is made frequencies 1/1 and 1/r' for the subsystem that gene-
after t** rates raw material requirements. Let 1/1, denote the

updating frequency for the information on demand for
the finished product, where T < 7, < 7'.

Proof: ti** is the time at which the maximum amount
that can be produced equals the minimum amount that
couId be required by DM2 upon the receipt of any signal. ISl
Similarly, f; * is the time at which the maximum amount
that can be ordered equals the minimum amount that
could be required by DM1. Therefore, the minimum of 0 7 2 7-
these two times forms a binding constraint on the team
performance, and delaying the ordering decision beyond
t** can only increase the expected cost, regardless of the
accuracy of the information received. • IS2

Discussion: After 11*, DM2 is forced by the time con-
straint to produce (4 - OP units, irrespective of the signal T, T' t* *

received. Similarly, after t;*, DM1 is forced to order
A,(t) regardless of the IS used. A corollary that follows
from proposition 6 is that irrespective of accuracy, any Figure 1. Comparison of Updating Frequency
signal used before t** is superior (in terms of team for Two IS

performance) to any signal after t**. Propositions 5 and
6 indicate that the optimal purchasing time lies between Let T' S min {fl, 6 , where 4 and 4 are given by sup
t* and t**, Next we investigate the issue of updating the  ef} = (4- tt),P and A,(4) =k*mp{#,}. According
information provided by the IS. to this construction, no action is taken before r'. Also, let

21· > 1** (as defined in proposition 6). Then the deci-
sions cannot be delayed until 2r. Since the information

43 Increasing the Update on demand for the finished product is updated at r, the
Frequency of the IS raw material information at r' (which uses the updated

information as input) is more accurate than the informa-
In the above discussion on temporal considerations, we tion at r. Therefore, the expected cost is lower with the
studied a situation where the accuracy of the IS increases lower updating frequency, 1/r'. •

continuously. The change in accuracy is directly related
to the frequency of updating the current information.
Thus, a continuous increase in accuracy requires conti- Discussion: When the two updates occur at the same
nuous updating. From a design standpoint, it is useful to time for ISl in Figure 1, i.e., when r = g the signals at
consider the updating frequency as a decision variable. r and r' will have the same accuracy, and the expected
In the present context of the manufacturing function, two cost with ISl will not be higher than that with IS2. We
updates to the IS are necessary. one for the subsystem also note that the parameters of the two decisions (as
providing information on the demand for finished prod- reflected in ti, 4' and 1**) must be considered in deter-
ucts, and the other for the raw material requirements mining the optimal updating frequency. For example,
subsystem. In the proposition below, we examine the with r = Trin Figure 1, the two IS will lead to the same
role of information updating frequency on the perfor- expected cost, since min {ti, 4} 2 1-'. As a result, the

higher updating frequency of ISl has no additional valuemance of the team.
in this example. However, for a situation where min {tl,
t2 <T< T', it is possible that taking decisions at r

Propositton 1: If updates to the finished goods and raw (instead of waiting until r') will lead to lower expected
material requirements information do not occur at the cost.
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5. FUTURE RESEARCH find the optimal IS or decision rules respectively. How-
ever, in complex decision environments, there may be

In this paper, we considered a relatively simple, shared subtle but important tradeoffs between decision para-
information system, and studied its impacts on the perfor- meters and the IS characteristics. For example, the
mance of a team of decision makers in an inter-related production rate, P, may be considered as a measure of
environment. An immediate extension of the present the organizational slack, and may be treated as an endo-
study would involve the generalization of the results to a genous variable, to be decided in conjunction with the
generic cooperative decision context. Generalization to design of the IS itself. With reference to Proposition 4,
decision settings with more than two DMs may also be we note that a higher organizational stack enables the
feasible. More importantly, however, the results derived decision makers to utilize a system whose accuracy
in the paper highlight several issues which must be improves at a slower rate, and still achieves a given
resolved for the design of successful organizational performance level, and vice versa. The optimal stack
computing systems. Future research in this area should level and the time-variant accuracy of the IS may be
include the following topics. determined from a consideration of their relative costs.

Such tradeoffs should be considered more explicitly in an
extension of the current research.

5.1 Transforming Shared IS into Effective
Or nizational Computing Systems

53 Iterative Interactions Between the IS Group
We showed (among other thingc) that increasing the and Operational Decision Makers
accuracy of the IS may have a negative effect on the
objective of the team. To that extent, the IS we consi- Traditionally, there has been a communication gap
dered is not an efective rganizational computing (OC) between the developers and end-users of information
system. As emphasized by Applegate et al. (1991), a systems. In the present context, the IS group may be
passive, shared IS, which does not explicitly address the familiar with the technological considerations in the
interactions between the decision makers, does not development of the IS, while the end-users may have a
qualify as an OC system. Referring back to the case deeper understanding of the interaction between the
where DM1 does not have information about a restriction decisions, and the additional requirements it places on
on DM2's action set, a true OC system would possibly the IS to be developed. More importantly, neither the
incorporate a communication subsystem, which would developers nor the users calt, on their own analyze the
notify DM1 regarding the actions available to DM2. tradeoffs between organizational and IS issues and select
Several design issues have to be considered in this regard. an appropriate design. Therefore, a process of repeated
As an illustration, how frequently should the subsystem interactions (communication and joint evaluation)
update its information and communicate? If communica- between the IS group and the operational decision
tion is costly, then, depending on the sensitivity of DM1's makers is critical in the design of an effective system (see
choices to the action set of DM2, an exception reporting Balakrishnan and Whinston [1991] for a related discus-
scheme may be designed, whereby only certain changes in sion on model selection issues). This type of interaction
the action set of DM2 are reported. Such an OC system may be modeled as a sequential information gathering
will not have the limitation of a possible deterioration of and search problem where the developers learn the DMs'
performance with improvement in system accuracy. In a requirements gradually and search for a systems solution
more general decision setting, there are additional design (see Moore and Whinston [1986,1987] for a framework
considerations. For example, should the subsystem on sequential information gathering). An economic
support one-way or two-way communication? Similarly, model analyzing the interactions and associated informa-
which DM should initiate the communication under what tion tradeoffs in system design would provide a theoreti-
circumstances? Providing a theoretical basis for trans- cal basis for a better understanding and management of
forming simple, shared information systems into effective the development process itself.
OC systems for a given set of interacting decisions is an
important topic for future research.

6. CONCLUSION

5.2 Tradeoffs Bet,-en Organizational With increasing organizational complexity, there has been
Parameters and IS Characteristics a shift of interest towards organizational computing

systems, with a view to enhancing coordination, coopera-
Traditional information economics models consider either tion and communication among multiple decision makers.
the decision context or the IS as given, and attempt to While there is an emerging body of research on the
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technical and behavioral issues in organizational com- Systems Research, Volume 1, Number 2, June 1990, pp.
puting, the economics of the design of such systems 188-204.
largely remains an unexplored domain of IS research.

Barua, A. Whree Studies on the Economics of Informa-
In this paper, we adopted an information economics tion Technologies: Assessing Business Value, Strategic
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inter-related decisions in a cooperative setting. Using a Ph.D Dissertation Graduate School of Industrial Admin-
manufacturing environment as a reference context, we istration, Carnegie Mellon University, Pittsburgh, Penn-
studied the effect of the design of a shared IS on the sylvania, May 1991.
performance of a two-person team involving a purchasing
and a production decision. One significant result of the Banta, A.; Kriebel, C. H.; and Mukhopadhyay, T. "MIS
paper is that when some relevant decision parameter(s) of and Information Economics: Augmenting Rich Descrip-
a DM is (arc) not known to another DM, a more accu- tions with Analytical Rigor in Information Systems De-
rate information system does not guarantee lower cost sign: In J. I. DeGross, J. C. Henderson, and B. R.
(or higher payoff, even when the increase in accuracy is Konsynskl Proceedings of the Tenth International Con-
obtained for free. Similarly, in an inter-related decision ference on Infonnation Systems, Boston, December 1989.
environment, where one DM's action becomes an input
to the other's decision, we showed that the optimal Ellis, C.; Gibbs, S.; and Rein, G. "Groupware: Some
partition of the state space for the team is determined Issues and Experience." Communications of the ACM,
only by the action set of the second DM. We investi- Volume 34, Number 1, January 1991, pp. 39-58.
gated some temporal issues in the design of the IS, and
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8. ENDNOTES
6. But this does not change DM1's decision rule, since

1. This is always true for the single decision maker case a, was the best action with respect to the signal that
(see Marschak and Radner 1972; Hilton 1981). was received at the time of the decision.

2. In information economics models, an information 7. With perfect communication, for both IS, DM1
structure is an abstraction of an IS, based on the orders 99 units when the true state is 99, and nothing
fineness of the state space partition. However, see otherwise. The corresponding expected cost is
Mendelson and Saharia (1986) and Barua, Kriebel
and Mukhopadhyay (1989) for multiple attributes of

I#, E {O, 98} ''*'P - $3185.49.information and their tradeoffs.
8. The same reasoning applies to other elements in the

3. Sce Whinston (1964) for an economic analysis of the partition.
degree of inter-dependency in decentralized decision
making. 9. In this paper, we restrict ourselves to decreasing

action sets.
4. For example, Proposition 2 relies on the fact that in

absence of perfect communication, DM1 is unable to
compute the true optimal action for the team. Simi-
larly, the key insight behind Proposition 3 is the con-
cept of action relevance. Neither of the propositions
is dependent on the quadratic cost function.
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