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ABSTRACT 

Chatbots have attracted considerable interest in recent years. 
A key design challenge to increase their adoption is to make 
the interaction with them feel natural and human-like. 
Therefore, it is suggested to incorporate social cues in the 
chatbot design. Drawing on the Computers are Social Actors 
paradigm and the “uncanny valley” hypothesis, we study the 
effect of one specific social cue (i.e., typing indicators) on 
social presence of chatbots. In an online experiment, we 
investigate the effect of two specific designs of typing 
indicators. Our preliminary results indicate that graphical 
typing indicators increase social presence of chatbots, but 
only for novice users. Therefore, our results suggest that the 
relationship between typing indicators and perceived social 
presence of chatbots depends on the design of these 
indicators and user’s prior experience. We contribute with 
empirical insights and design knowledge that support 
researchers and practitioners in understanding and designing 
more natural human-chatbot interactions. 

Keywords 

Chatbot, conversational agent, typing indicator, social 
presence, computers are social actors, online experiment. 

INTRODUCTION 

Text-based conversational agents, commonly referred to as 
chatbots, have received a lot of attention in recent years. 
They are designed to interact with humans using natural 
language and are increasingly used on messaging platforms 
and websites (Dale 2016). As advances in artificial 
intelligence continue, many organizations are beginning to 
implement chatbots to automate customer service and 
reduce costs (Gartner 2018). Despite the large interest in 
chatbots, their adoption and use is growing much slower 
than expected (Liedtke 2017). One key barrier to the 
adoption and use of chatbots is that the interaction with them 
often does not feel natural and human-like (Schuetzler et al. 
2014). However, established design principles for creating 
chatbot interactions that feel natural to the user are scarce 
(McTear 2017). Previous research on the design of websites 

and recommendation agents suggests that incorporating 
social cues, such as natural language and human-like 
appearance, makes the interaction more natural and 
enhances users’ perceived social presence (e.g., Qiu and 
Benbasat 2009).  

Much of this research builds on the Computers are Social 
Actors (CASA) paradigm to explain why users apply social 
rules and expectations in their interaction with information 
systems (IS) that incorporate social cues, such as natural 
language or human-like appearance (Nass et al. 1994). Many 
studies have found that social cues can positively affect 
users’ perceived social presence, trust, enjoyment, and usage 
intentions (e.g., Qiu and Benbasat 2009; Wakefield et al. 
2011). However, it has also been shown that social cues may 
backfire, particularly when they irritate users or overplay the 
system’s actual capabilities (Louwerse et al. 2005). In the 
context of chatbots, a design feature that has been used by 
both researchers and practitioners to make chatbot 
interactions appear more natural and familiar to the user is 
the so-called typing indicator (Appel et al. 2012; 
Klopfenstein et al. 2017). This typing indicator (e.g., three 
animated dots or the message “[Person X] is typing”) was 
originally developed for text-based computer-mediated 
communication (CMC) systems to create awareness that the 
other person is typing in order to support turn-taking 
(Auerbach 2014). Today, most messaging applications have 
implemented different forms of these indicators. 
Consequently, it is suggested to incorporate them in the 
design of chatbots in order to make the interaction with them 
feel more like interacting with a real human being (Appel et 
al. 2012).  

Existing research on typing indicators indicates that they 
may also serve as a social cue as they increase the feeling of 
being closer to another person (Shin et al. 2018) and are used 
to make the interaction appear more natural (Appel et al. 
2012). However, due to the fact that a chatbot is a machine, 
which does not type responses on a keyboard, “faking 
human responses” using these indicators may adversely 
affect users’ perceptions of chatbots (Klopfenstein et al. 
2017, p. 559). To the best of our knowledge, little empirical 
research has examined the role of typing indicators in 
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human-chatbot interaction. Moreover, there is a lack of 
knowledge on whether different typing indicator designs 
influence user perceptions of chatbots differently. To 
address this gap, we focus on the concept of social presence, 
which has been identified as a key factor in the design of IS 
in online environments. Moreover, it is an important driver 
of trust, enjoyment, and usage intentions (Cyr et al. 2007), 
particularly in the domain of customer service in which 
chatbots are increasingly used (Gartner 2018). Thus, we 
address the following research question:  
How do typing indicators influence users’ perceived social 
presence of chatbots in customer service? 
To address our research question, we conducted a three-
condition, between-subjects online experiment to investigate 
the effect of typing indicators in human-chatbot interaction. 
Drawing on the CASA paradigm (Nass et al. 1994) and the 
uncanny valley hypothesis (Mori 1970), we examined how 
the existence and two different designs of typing indicators 
influence users’ perceived social presence of chatbots. The 
results of our preliminary analysis show that typing 
indicators positively influence novice users’ perceived social 
presence of a chatbot, while they make no difference for 
experienced users. Moreover, there is a significant 
difference between the two designs of typing indicators for 
novice users. By investigating the design and outcomes of a 
specific social cue (i.e., typing indicators), our research 
contributes to existing literature on the design of text-based 
conversational agents.  

RELATED WORK AND THEORETICAL FOUNDATION 

Chatbots are Social Actors 

Previous research has used a variety of terms to describe 
systems that allow users to interact with them using natural 
language (e.g., conversational agent, chatbot, or virtual 
assistant). It has been shown that humans respond socially 
to computers exhibiting human-like characteristics (Nass et 
al. 1994). The CASA paradigm posits that, when users are 
confronted with these so-called social cues from a computer 
(e.g., natural language or human-like appearance), they 
automatically apply social rules and expectations in their 
interaction with it (Nass et al. 1994). Even rudimentary 
social cues are sufficient to generate a wide range of social 
responses from users. Following the CASA paradigm, 
many studies have investigated how users react to various 
social cues from computers, robots, and other technologies. 
Examples in IS research include recommendation agents 
(e.g., Qiu and Benbasat 2009) and websites (e.g., 
Wakefield et al. 2011). A few studies were also conducted 
in the context of chatbots to examine the effect of visual 
(e.g., Appel et al. 2012) or verbal cues (e.g., Schuetzler et 
al. 2014). Across these studies, social cues have been found 
to positively affect user perceptions of chatbots (e.g., social 
presence, trust, or engagement). However, the provision of 
inappropriate social cues to overly humanize chatbots may 
also backfire when they too closely resemble human beings 
(Gnewuch et al. 2017; Louwerse et al. 2005). The 
“uncanny valley” hypothesis states that human-like 

technologies are perceived as more agreeable up until they 
become so human that people find their nonhuman 
imperfections unsettling (Mori 1970). Therefore, design 
features, such as typing indicators, that represent social 
cues need to be designed carefully to limit possible 
negative impacts (Fogg 2002).  

Typing Indicators and Turn-Taking 

Turn-taking is a fundamental mechanism for the 
organization of turns in human-human interaction (Sacks 
et al. 1974). It basically describes the rules by which 
participants in a conversation manage who speaks when 
and for how long in order to avoid overlaps and minimize 
silence between turns (Sacks et al. 1974). In face-to-face 
communication, turn-taking is facilitated by a multitude of 
social cues such as gesticulations, eye contact, and facial 
expressions (Wiemann and Knapp 1975). Since these cues 
are missing in text-based CMC, such as instant messaging, 
users are usually not aware of another person’s turn 
because their messages do not appear on the users’ screen 
until the person typing them hits the return key. To prevent 
overlaps and increase turn-taking awareness, developers of 
one of the first messaging applications, Microsoft’s MSN 
Messenger, invented the typing indicator (Auerbach 2014). 
Once a user started typing a message, this indicator 
displayed “[Person X] is typing” on the other person’s 
screen, which facilitated turn-taking and substituted the 
missing social cues (e.g., facial expressions) used in 
human-human interaction. 

Nowadays, typing indicators have been implemented in all 
major messaging applications. Looking at the most widely-
used messaging applications, primarily two different types 
of designs can be identified: (1) a graphical typing 
indicator (3 dots) and (2) a textual typing indicator 
(Typing). Both typing indicators share some similarities 
with filler interfaces found on websites (e.g., loading 
screens, progress bars, or “Please wait” messages), which 
have been found to influence users’ waiting experience and 
perceived waiting time by directing attention away from 
the wait (Lee et al. 2012).  

As chatbots are often implemented in the same text-based 
CMC channels (e.g., Facebook Messenger), they also 
increasingly use typing indicators (Klopfenstein et al. 
2017). Although practitioners frequently highlight their 
potential benefits, empirical research on their role in 
human-chatbot interaction is scarce. More specifically, it is 
not clear whether typing indicators positively affect user 
perceptions of chatbots (i.e., increase social presence) and 
whether different typing indicator designs influence these 
perceptions differently. 

RESEARCH MODEL 

Although typing indicators are implemented in most 
messaging applications and also used by chatbots 
(Klopfenstein et al. 2017), little empirical research has been 
conducted to understand how they impact human-chatbot 
interaction. Therefore, we decided to adopt a two-step 
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approach to derive our hypotheses and develop our research 
model (c.f., Lee et al. 2012). Before exploring different 
typing indicator designs, it needs to be examined whether the 
existence of the typing indicator itself influences users’ 
perceived social presence of a chatbot. Drawing on the 
CASA paradigm and the uncanny valley hypothesis, we 
formulate four hypotheses on the effect of the existence and 
two designs of typing indicators. 

Social presence has been identified as a key factor in the 
design of IS in online environments and an important driver 
of trust, enjoyment, and usage intentions (Cyr et al. 2007). 
The concept of social presence is used to understand how 
feelings of warmth, sociability, and human contact can be 
created without actual human contact (Gefen and Straub 
2004). Previous research has shown that many social cues 
incorporated in websites, recommendations agents, and 
other technologies, create perceptions of social presence 
(e.g., Qiu and Benbasat 2009). According to the CASA 
paradigm, these perceptions are the result of an unconscious 
process, in which users respond to technologies as though 
they were human, despite knowing that they are interacting 
with a machine (Nass et al. 1994). Drawing on CASA, we 
argue that typing indicators serve as a social cue in the 
interaction with a chatbot. More specifically, we believe that 
when users interact with a chatbot with a typing indicator, 
their perceptions of the chatbot are shaped by their social 
expectations from interacting with other human beings (i.e., 
using messaging applications such as WhatsApp). Although 
they know that the chatbot does not type responses on a 
keyboard, they will subconsciously apply the social rules 
practiced in their daily life, which in turn generates 
perceptions of social presence similar to those that would be 
generated if the user were interacting with another human. 
Therefore, we propose that in human-chatbot interaction, the 
mere existence of a typing indicator, regardless of its design 
(i.e., graphical/3 Dots or textual/Typing), will lead to higher 
levels of perceived social presence. Hence, we argue that:  
H1a,b: Users exhibit higher levels of perceived social 
presence when interacting with a chatbot with (a) a 
graphical typing indicator and (b) a textual typing indicator, 
compared to the same chatbot without a typing indicator. 
As mentioned above, there are primarily two different 
designs of typing indicators used in major messaging 
applications: a graphical typing indicator (3 Dots) and a 
textual typing indicator (Typing). Although we argue that the 
existence of typing indicators itself influences users’ 
perceived social presence of chatbots, we assume that there 
are differences in user perceptions between the two 
identified designs. However, based on theory, it is not clear 
how these differences will manifest themselves. Therefore, 
we formulate two contrasting hypotheses on the effect of 
different typing indicator designs (graphical vs. textual) on 
social presence. 

First, the graphical typing indicator has a rather functional 
design, similar to loading screens or progress bars of 
websites. Thus, while it indicates that “something” is 
happening, it does not explicitly state what happens. Since 

users are familiar with the graphical typing indicator from 
their use of messaging applications, they subconsciously 
associate a human action (i.e., typing) with it. According to 
the CASA paradigm, even such minimal social cues can 
trigger a wide range of social responses (Nass et al. 1994), 
resulting in increased social presence as compared to no 
typing indicators. However, the textual typing indicator 
explicitly states that the chatbot is “typing” while users are 
waiting for a response. Therefore, it can be argued that this 
explicit message is a more salient social cue because it 
imitates human action. Research based on CASA has found 
that when users are exposed to more or stronger social cues, 
their social responses become stronger as well (e.g., von der 
Pütten et al. 2010). Therefore, we propose that a textual 
typing indicator generates a higher level of perceived social 
presence than a graphical typing indicator: 
H2a: Users exhibit higher levels of perceived social presence 
when interacting with a chatbot with a textual typing 
indicator compared to a graphical typing indicator. 
However, previous research also points out that “turn[ing] 
up the volume on the social element” of technologies can 
have some undesirable side effects (Fogg 2002, p. 114) and 
may even backfire (Louwerse et al. 2005). For example, 
Groom et al. (2009) found that users were less comfortable 
interacting with a very realistic and human-like 
conversational agent than with an agent with lower realism. 
The uncanny valley hypothesis states that when technologies 
become more human-like (e.g., by incorporating stronger 
social cues), they are perceived as more agreeable and social, 
until a point beyond which the reaction is reversed (Mori 
1970). Therefore, we argue that textual typing indicators 
explicitly stating that the chatbot is “typing” approach the 
edge of the uncanny valley. Instead of increasing users’ 
perceptions of social presence, these indicators might 
backfire because users feel like they are “faking” human 
action. Thus, we propose that a textual typing indicator 
generates a lower level of social presence than a graphical 
typing indicator: 
H2b: Users exhibit lower levels of perceived social presence 
when interacting with a chatbot with a textual typing 
indicator compared to a graphical typing indicator. 

 
Figure 1. Research Model 

METHOD 

To test our research model, we conducted an online 
experiment, in which participants interacted with a chatbot 
in a customer service context. In the experiment, participants 
were provided with a hypothetical scenario of using the 
chatbot to search for a cheaper mobile phone plan that fit 
their individual needs. After they received a 
recommendation by the chatbot and ended their 
conversation, they were asked to complete a survey about 

Perceived 
Social Presence

of a ChatbotH2a,b

(1) None
(2) Graphical
(3) Textual

Typing Indicator

Controls: Gender, Trust in Technology, Prior Experience with Chatbots

H1a,b
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their perceptions of the chatbot and their interaction with it. 
Overall, 256 student subjects participated in the experiment. 
They were randomly assigned to one of the experimental 
conditions. 

Treatment Configuration and Chatbot Scenario 

The online experiment employed a between-subjects design 
with three conditions (typing indicator: none, graphical, 
textual) to avoid potential carry-over effects. In all 
conditions, participants were told that they were interacting 
with a chatbot. In the control condition (CTRL) condition, 
participants interacted with a chatbot that did not display a 
typing indicator before sending a message. In the first 
treatment condition (3DOTS), the chatbot displayed a 
graphical typing indicator before sending a message (see 
Table 1). In the second treatment condition (TYPING), the 
chatbot displayed a textual typing indicator before sending a 
message. In each condition, the chatbots’ responses were 
delayed by 2.3 seconds to ensure that participants were 
sufficiently exposed to the typing indicators. Since response 
time can also serve as a social cue (Gnewuch et al. 2018), 
responses of the chatbot without typing indicators were also 
delayed to keep the chatbots’ response time identical and 
hence comparable across all conditions. 

Condition Typing 
Indicator Description 

CTRL None  - 

3DOTS 
Graphical 

 

 

Three animated dots fading in one after 
another and then fading out, placed 
above the user input field. 

TYPING 
Textual 

 

 

A textual status message “typing…” 
placed above the user input field. 

Table 1. Treatment Configuration 

Measures and Manipulation Check 

All measures used in the survey were adapted from 
established scales. Social presence was assessed using the 
items from Gefen and Straub (1997). Moreover, we 
measured control variables, such as disposition to trust 
technology (Lankton et al. 2015) and prior experience with 
chatbots (ranging from “never” to “daily”), as well as 
collected demographic information (e.g., age, gender).  

Condition Social Presence 
Mean SD SE 

CTRL (n=63) 3.448 1.442 0.182 
3DOTS (n=63) 3.902 1.451 0.183 
TYPING (n=63) 3.663 1.408 0.177 
SD = standard deviation | SE = standard error 

Table 2. Descriptive Statistics 

We included a manipulation check to test whether the typing 
indicator manipulation was successful. Participants were 
asked to rate whether the chatbot indicated that a response 
was being prepared/generated, using a 7-point Likert scale 
(1 = “strongly disagree”; 7 = “strongly agree). A one-way 
ANOVA showed a significant influence of the experimental 

conditions on perceived indication that a response was 
prepared/generated (F(2, 186)=439.3, p<.001). 

PRELIMINARY RESULTS 

In our preliminary analysis conducted so far, we estimated 
two regression models to analyze the effect of the treatment 
conditions on perceived social presence and the interaction 
between users’ prior experience with chatbots and the 
treatment condition along with two user-related factors (i.e., 
gender, disposition to trust technology). We differentiated 
between novice users who have never used a chatbot and 
experienced users who use a chatbot at least 1-2 times per 
year. Our preliminary analysis shows mixed results. For 
novice users, we find that the existence of a graphical typing 
indicator (i.e., three animated dots) significantly impacts 
their perceived social presence of a chatbot. However, this 
relationship is not significant for experienced users. 
Contrary to our expectations, we did not observe a 
significant effect for the textual typing indicators (i.e., 
“typing…”), neither for novice nor experienced users. 
However, novice users perceived a chatbot with a graphical 
typing indicator significantly more socially present than a 
chatbot with a textual typing indicator. Our results indicate 
that the relationship between typing indicators and user 
perceptions of chatbots is more complex than assumed. 
Moreover, individual user characteristics, such as 
experience with chatbots, seem to play an important role in 
this relationship. 

CONCLUSION AND EXPECTED CONTRIBUTIONS 

This paper provides first insights on the role of different 
typing indicators in human-chatbot interaction. In particular, 
our findings suggest that the relationship between typing 
indicators and perceived social presence of chatbots depends 
on the design of these indicators and user’s prior experience 
with chatbots. Therefore, our findings contribute to existing 
literature on the design and evaluation of text-based 
conversational agents. In our future research, we intend to 
continue our data analysis and plan to supplement our survey 
responses with findings from a qualitative analysis of the 
chatbot conversations. 
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