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Abstract 

This study compares the perceived students’ value-in-interaction of a voicebot versus a chatbot 

that respectively guides through an interactive, gamified learning journey. 32 students participated 

in this within-subject experiment while exploring learning content on the evolution of computers in 

a guided either text-based or voice-based interaction with a conversational agent. We measured 

the value in relatedness, matching, and service value in a follow-up survey, compared the number 

of correctly answered quiz questions at the end of the experiment, and discussed student’s 

experiences in short interviews afterward to gather further qualitative insights. While our 

quantitative results do not indicate significant differences between the two interaction modes 

neither in descriptive statistics nor in t-tests, our qualitative results indicate that both 

conversational agents are perceived as valuable learning facilitators with individual preferences 

that are student- and context-specific regarding each interaction mode. Finally, we suggest needed 

further research. 

 

Keywords: Interactive Learning, Education, Conversational Agent, Gamified Learning. 

1  Introduction 

Technological advancements have fostered the creation of natural language dialogue systems, 

known as conversational agents, which are increasingly making their mark in various sectors 

including education as pedagogical conversational agents (PCAs) (Diederich et al., 2022). These 

PCAs have the potential to transform education by serving as virtual tutors, organizers, motivators, 

and companions tailored to individual learning needs (Lehman & Graesser, 2014; Purington et al., 

2017); thus, potentially alleviating teachers' workload and enhancing educational accessibility 

(Winkler, Hobert, & Appius, 2020). Previous studies have highlighted the importance of language 

style and the interaction mode (text-based or voice-based) as a key design element and social cue 

influencing valuable interactions with chatbots (Araujo, 2018; Wellnhammer et al., 2020). In 

addition to the rapidly increasing global usage of ChatGPT, CoPilot and other tools with 

conversational AI, a study by OMD (2021) indicates that alongside text-based systems, voice-based 

systems are also becoming increasingly relevant. More than 50% of respondents use a voice 

assistant at least once a week. In Germany, one-fifth of search queries are now made via voice (Pütz 

et al., 2021). The availability of voicebots in digital language learning platforms is increasing as 

well (Wills et al., 2023).  

Research-based on social-response theory has demonstrated that users attribute personalities to 

PCAs based on the way they interact (Ahmad et al., 2022; Hanna & Richards, 2015; Nass & Moon, 
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2000), thus influencing users' willingness to engage and periodically interact with them (Nißen et 

al., 2022; Siemon et al., 2022). However, misinterpretation of user input or perceived unfulfilled 

expectations can lead to frustration and disappointment (Grudin & Jacques, 2019), potentially 

undermining the perceived benefits of PCA application in education and jeopardizing its 

acceptance (Janssen et al., 2021; Tsvilodub et al., 2023). Despite the knowledge base on the 

importance of verbal cues for bot design (Feine et al., 2019; Isbister & Nass, 2000), there is a lack 

of research on how its interaction mode influences the student’s value in interaction (ViI). A value 

ascribed to the PCA is essential for recurring interactions to then boost learning outcomes 

(Schlimbach, Lange, et al., 2023). To make a first step towards closing this research gap, we 

examine students' preference for interaction with either a chatbot or voicebot. Employing Geiger et 

al.'s (2020a) ViI Model, which evaluates relationship, matching, and service levels, we develop a 

post-interaction questionnaire and a qualitative follow-up discussion. Our research compares the 

perceived ViI towards chatbots and voicebots quantitatively and qualitatively after an interactive 

learning session guided by a conversational agent. We thus intend to contribute insights into valued 

user-bot interaction to enhance learning outcomes in educational settings. Anticipated contributions 

include a deeper understanding of ViI levels (i.e., relationship, matching and service value) 

influencing users' preference for chatbots or voicebots and resulting implications for the preferred 

interaction mode in digital learning support systems. 

2  Research Background 

2.1 The Potential of Pedagogical Conversational Agents 

Conversational Agents (CAs), also known as virtual assistants, are dialogue systems designed to 

respond naturally to user queries and provide accurate information (Diederich et al., 2022), 

facilitating natural language communication with computers (Graesser & McNamara, 2010). They 

can be broadly categorized into text-based and voice-based agents, with communication occurring 

via keyboard input for text-based agents and voice commands via microphone for voice-based 

agents (Kuhail et al., 2023). Their functionality relies on predefined language sequences stored in 

a database, matched with specific user inputs (Giang et al., 2023), creating an illusion of intelligent 

conversation (ibid.). Designing these dialogues poses a challenge as the aim is to simulate natural 

and human-like interactions (Gnewuch et al., 2018). Dialog management in CAs encompasses tasks 

such as automatic speech recognition, language understanding, dialogue control, database 

management, natural language generation, and text-to-speech synthesis (Griol et al., 2014). PCAs, 

a subset of CAs, support learners by providing assistance within virtual learning environments 

through their natural language capabilities, enabling them to ask questions or access additional 

materials and exercises, while advancements in educational data mining and learning analytics offer 

opportunities to create adaptive learning environments tailored to learners' individual needs (Giang 

et al., 2023). 

Students primarily seek to simplify their studies and enhance productivity through PCAs 

(Brandtzaeg & Følstad, 2018). Unlike traditional exams, which often only reflect the final result of 

a long learning process, PCA interaction data analysis allows continuous tracking of individual 

learning processes, offering more accurate insights into progress (Giang et al., 2023). PCAs offer 

tailored access to resources, customizing content and providing a flexible and personalized learning 

environment (Clarizia et al., 2018). They facilitate quick resource access, allowing learners to focus 

on learning tasks, adjust to individual learning purposes (Følstad et al., 2019), and provide 

immediate responses, enhancing accessibility to knowledge (Diederich et al., 2022). Moreover, 

they enable time- and location-independent learning, particularly beneficial for working students 

with limited flexibility and tough schedules (Clarizia et al., 2018). PCAs facilitate the provision of 

feedback, reinforcing correct responses, encouraging retrying after mistakes, and building trust 

through empathetic responses (Dennis et al., 2016; Lee et al., 2019). They hold the potential of 
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personalized support, enabling learners to work at their own pace and style, while assisting 

educators with administrative tasks and providing insights into learner behavior (Kuhail et al., 

2023). However, these potentials are still evolving and, in many cases, PCAs are just used for short-

term experiments but lack (technical) maturity to excel in real learning scenarios as mid- or long-

term facilitators (Janssen et al., 2021; Wollny et al., 2021). 

2.2 A PCA’s Value-in-Interaction 

Any interaction is shaped by the interactors’ relationship, matching needs, and provided services 

(Geiger et al., 2020b). Geiger et al.'s (2021) value-in-interaction model originally designed for 

physical interactions has been also applied to student-PCA interactions (Schlimbach, Windolf, et 

al., 2023). Herein, the relationship layer focuses on the emergence of bonding relationships towards 

the PCA, while the matching layer involves selecting appropriate resources and competencies to 

facilitate learning. The service layer determines the functional feature set to facilitate learning, 

either immediately or throughout concurrent activities in value co-creation (Schlimbach, Windolf, 

et al., 2023). As depicted in Figure 1, these layers are interconnected and influence each other, to 

exhibit competencies across all three tiers (Geiger et al., 2021). 

 

Figure 1. Iterative Artifact Design and Evaluation 

People tend to exhibit fewer inhibitions in their interactions with bots compared to human 

counterparts, feeling more at ease asking questions without fear of judgment (Følstad et al., 2018). 

This lowered barrier to communication can foster a sense of trust and openness between users and 

bots, potentially enhancing relationship satisfaction, which is crucial to form a value in relatedness 

(Geiger et al., 2020). Besides, both chatbots and voicebots offer users the convenience of 

asynchronous communication and are accessible regardless of time constraints (Følstad et al., 

2018). This flexibility allows users to engage with the digital assistant at their convenience, 

potentially contributing positively to their perceived relationship quality with the assistant. 

However, disparities exist in the perceived intrusiveness and privacy implications between textual 

and voice-based interactions. Textual communication is often perceived as less intrusive and offers 

a transparent record of interaction, enabling users to revisit conversations and clarify any 

uncertainties (Scholl et al., 2006). In contrast, voice-based communication lacks this traceability 

and may raise privacy concerns, impacting relationship satisfaction, particularly when users 

perceive a loss of control over their data (Burbach et al., 2019). Audio technology has been shown 

to enhance imagination and evoke emotional responses (Liljedahl et al., 2007). Additionally, Kalla 

& Seiter (2021) noted that users perceive voice-operated interfaces as more elegant, natural, and 

user-friendly. Verbal communication allows for the expression of empathy and understanding 

through intonation, potentially leading users to feel that voicebots can better address their needs, 

thus enhancing a bonding relationship as well as an emerging matching value.  
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Følstad et al. (2018) underscore the criticality of PCAs providing effective assistance for recurring 

usage, which implies matching services along the interaction. Scholl et al. (2006) delineate factors 

favoring chatbots over voicebots, including speech comprehension and social familiarity with text-

based communication. Challenges with audio quality in public spaces also influence users towards 

chatbots. Additionally, chatbots serve as convenient tools, offering easier access and fewer 

comprehension issues compared to audio applications (Kalla & Seiter, 2021). Students appreciate 

the relaxed pace afforded by chatbots, allowing for comfortable interaction without time pressure 

and private usage even when surrounded by others (Følstad et al., 2018). However, the preferred 

communication mode itself might be user-specific and thus contributes itself to the emerging 

matching value when interacting with PCAs (Schlimbach, Spill, et al., 2023). 

Regarding the service value, Rummer et al. (2008) highlight the enhanced effectiveness of learning 

with auditory texts, attributing it to the additional cognitive resources they engage. Davis (1989) 

emphasizes the paramount importance of technology's utility and user-friendliness, with voice 

interfaces potentially easing effective usage (Pütz et al., 2021). Interacting with a voicebot is seen 

as more natural, potentially enhancing user satisfaction, and facilitating better comprehension of 

complex concepts (Kalla & Seiter, 2021). Chatbots facilitate asynchronous communication, 

granting users time to reflect on their responses at their own pace (Scholl et al., 2006). Effective 

operation of voice assistance systems, encompassing clarity with colloquial language but still being 

accurate in knowledge exchange, is pivotal for widespread acceptance and (effective) usage (Kalla 

& Seiter, 2021). 

3  Research Design 

For our experiment, we first developed learning content on the evolution of computers as a mix of 

content nuggets and corresponding multiple-choice questions to test the acquired knowledge 

successively. Using gamified elements, the learning journey was guided by a storyline of a dystopia 

scenario in the year 3025 with a spaceship that needs to be repaired to have the human interactor 

escape from Earth to Mars. With each correctly answered quiz question, the student earns points 

and thus gets closer to the desired takeoff. Game-based learning elements are known for enhancing 

motivation (Benner et al., 2022). Thus, we embedded badges and rankings into the mission as 

motivational elements. The experiment features two prototypes (coded by two IS students) that use 

the same learning content, dialogue sequences, and gamified elements but either communicate via 

voice or text in German language. The chatbot, coded in JavaScript and HTML with CSS defining 

design elements, follows a script-driven model (Kuhail et al., 2023). Responses are delayed by one 

second, simulating typing to enhance perceived human likeness (Gnewuch et al., 2018). Its 

minimalist design aims to maintain user focus. The voicebot uses a speech-to-speech functionality 

as implemented in e.g., Amazon’s Alexa. Students navigate with speech or text commands 

respectively through the space mission and can thus answer quiz questions, retrieve their current 

score, ask for repetition, and access the leaderboard. 

In randomized order, 32 students from TU Braunschweig interacted successively with both 

prototypes. A signed privacy statement guaranteed consent, privacy, and confidentiality with the 

collected data throughout the study to protect participants' rights and increase transparency. After 

each interaction, participants filled out a follow-up survey that measured the ViI based on the 

model’s underlying constructs as suggested by Geiger et al (2020b;2021) and applied it to PCA 

interactions in previous studies (Geiger et al., 2022; Schlimbach, Windolf, et al., 2023).  

Figure 2 depicts the operationalized ViI and indicates whether a sub-construct is expected to be 

perceived better for the voicebot (microphone icon) or chatbot (text icon), based on the literature 

as outlined in section 2.2. 
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Figure 2. Operationalized Value in Interaction 

In addition, we surveyed their overall experience, constructive feedback, and demographic data. 

We also briefly discussed with each participant at the end of the experiment what they particularly 

liked (Q1) or dislike about each prototype and what should be improved (Q2) during the interaction, 

under which conditions they prefer either PCA as a complement in digital learning contexts (Q3), 

as well as potential application areas in education (Q4). Their statements were collected in bullet 

points for each question (author 2) and finally clustered to core topics in the author team. Due to 

its complementary character and short duration, the qualitative part was rather explorative and its 

analysis did not follow a strict code plan. The experiment lasted approximately 30 minutes per 

student and scenario complemented by the beforementioned qualitative discussion (ca. 10 minutes). 

All participants used the same provided device (PC/speaker) and were exposed to the same lab 

room to ensure a consistent test experience. Before each test scenario, participants were briefed on 

the bot's functionalities and the interaction mode for communicating via keyboard or speech. Each 

participant received a handout detailing the possible commands the bot could react to. 

4  Results 

4.1 Quantitative Results 

A total of 32 students from TU Braunschweig participated in the experiment, with majors ranging 

from engineering (31%), computer science (31%), and management (10%) to others such as media 

studies, pedagogics and social sciences (each < 6%). 22 Participants were aged in their 20s (69%), 

while six were younger (19%) and the remaining four were senior students older than 40 years. 

Among all participants 59% were male and 41% female. 75% of the participants were enrolled in 

a bachelor's program, while the remaining 25% studied a master's program.  

In the next step, we analyzed the collected survey data. To verify the suitability of the selected 

items in representing the corresponding value constructs of the ViI (German questionnaire as 

tailored to CAs by Geiger et al., 2022), we conducted a principal component analysis. This involved 

examining the Bartlett test's value for sphericity and the Kaiser-Meyer-Olkin (KMO) criterion for 

the appropriateness of the sample (Dziuban & Shirkey, 1974). The Bartlett test value should be 

below the selected significance level of 5 %. With a result of p <.001, the correlation matrix was 

found to be significantly different from the random data matrix (Wolff & Bacher, 2010). The KMO 

criterion also achieved good to very good values for all constructs. For the reliability analysis, we 

looked at Cronbach's alpha, which indicates high consistency among all constructs and can thus be 

interpreted as very good (Gliem & Gliem, 2003). As desired, no factor loadings below .06 were 

found (see Table 1). 
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Principal Component Analysis Reliability Analysis 

Construct Bartlett 

Test 

KMO         loading < 0.6 Cronbach's Alpha 

Value in Relatedness Relationship 

Satisfaction 

<.001 0.673 no 0.796 

Relationship 

Value 

<.001 0.722 no 0.882 

Matching Value Decision 

Convenience 

<.001 0.731 no 0.851 

Benefit 

Convenience 

<.001 0.710 no 0.791 

Service Value Service 

Quality 

<.001 0.837 no 0.919 

Service Value <.001 0.701 no 0.794 

Table 1. Pre-Analysis 

For the statistical analysis in Jamovi, we conducted a dependent samples t-test after validating that 

the pre-conditions (paired samples, no outliers, normal distributed data) were met (Messer & 

Schneider, 2019).  

Table 2 on the next page summarizes the results of the t-test for the dependent samples of the 

surveyed 32 participants.  

t-Test for paired samples 

Voice- vs. Chatbot   Statistic 

(t) 
p 

Mean 

Difference 

Std.-

Error 

 Effect 

Size 

AVR_RS_AUDIO AVR_RS_TEXT 

S
tu

d
en

t'
s 

t 
 

0.870 0.391 0.1562 0.180 

C
o

h
en

s 
d
 

 

0.1538 

AVR_RV_AUDIO AVR_RV_TEXT 0.990 0.330 0.1874 0.189 0.1750 

AVR_DC_AUDIO AVR_DC_TEXT -1.146 0.260 -0.1719 0.150 -0.2026 

AVR_BC_AUDIO AVR_BC_TEXT -0.317 0.753 -0.0625 0.197 -0.0561 

AVR_SQ_AUDIO AVR_SQ_TEXT -0.317 0.753 -0.0625 0.197 -0.0561 

AVR_SV_AUDIO AVR_SV_TEXT 0.359 0.722 0.0625 0.174 0.0634 

Abbreviations: Value in Relatedness: Relationship Satisfaction (RS); Relationship Value (RV); Matching Value: 

Decision Convenience (DC), Benefit Convenience (BC); Service Value: Service Quality (SQ); Satisfaction with Service 

(SV). 

Table 2. Dependent t-Tests 

Within the quantitative analysis of the experiment, no statistically significant difference (p >0.05) 

regarding the ViI and its respective sub-constructs between a chatbot and a voicebot could be 

identified (see Table 2 above). In line herewith, the descriptive statistical results indicate that all 

constructs show similar mean values (differences all below 0.25). The standard deviation, 

measuring data dispersion around the mean, ranged between 0.789 and 1.095, suggesting 

substantial variation in participant responses relative to the Likert scale's limited range of 1 to 5. 

Notably, the standard deviation of 1.095 for SQ covers a significant portion of the potential value 

range, indicating considerable participant response variability. Minimum and maximum values 

reflect the range of responses on the Likert scale, spanning from 1.33 to 5.00 in this study. This 

variability demonstrates that participants heavily differ in their subjective perceptions, contributing 

both low and high values, which appear to balance out in the univariate analysis based on an average 

value. This seems important to consider, as despite non-significant differences in the t-test 

comparison, the individual data sets per student demonstrate that there is indeed an individual 

difference and thus interaction mode preference when comparing both PCAs. The standard error, 
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ranging from 0.140 (DC) to 0.193 (BC), suggests a relatively accurate estimation of mean values 

due to sample size; a smaller standard error implies greater representativeness of the sample and 

less susceptibility of estimated means to random fluctuations. Moreover, the measured knowledge 

gain operationalized by the earned points in the embedded quiz was very similar between both 

prototypes, as the average number of correctly answered quiz questions was 6 out of 10, regardless 

of the scenario (always only counting the collected points in the first prototype tested, therefore the 

sample size was too small for univariate tests). 

 

4.2 Qualitative Findings 

To leverage the advantages of both quantitative and qualitative approaches (Kelle, 2022), we briefly 

interviewed all participants after finishing the experiment. Our focus was on the students' 

evaluations of questions Q1-Q4 and the importance they assign, from their user perspective to the 

measured constructs in PCA interactions across various learning contexts. We explore a potential 

qualitative preference for either of the two interaction modes. 

Q01: What did you particularly like about interacting with the bot? Overall, participants valued 

the bots' thorough formulation of questions, abundant factual content, and inclusion of "playfully 

embedded technical terms". They appreciated the gradual presentation of information followed by 

immediate queries. Gamified elements like earning points motivated them (as expected), and they 

positively received learning through storytelling. The questions were deemed appropriate and easy 

to answer. Concerning the voicebot, participants praised its pleasant voice, refreshing sound effects, 

and positive reinforcement for correct answers. They claimed the sound effects enriched the 

learning experience and increased engagement. Listening required higher concentration, aiding in 

better retention. Participants enjoyed not relying solely on visual learning, thus avoiding the effort 

of reading and recognizing important information. The voicebot's clarity was also commended. 

Feedback for the chatbot highlighted its flexibility for self-paced learning, allowing “a lot more 

time for reflection on questions”. Interacting with the chatbot was perceived as practical, 

straightforward, and easy to understand. Participants appreciated the sleek response system and the 

ability to review information if needed. Compared to the voicebot, the chatbot was perceived as 

faster, which was perceived as “great to get information but stressful when being under pressure 

to solve the quiz”. Some participants found it beneficial that text was displayed gradually, 

facilitating comprehension. They particularly valued the opportunity to reread the text, enhancing 

the learning experience. Text input was considered more precise compared to the voicebot, 

although the wording was actually exactly the same. 

Q02: What did you not like during interaction with the bot? How could it be improved? For the 

voicebot, participants noted occasional issues with speech recognition, hindering clear 

communication. Some found the bot's speaking speed too fast and additional information 

distracting. The bot's pronunciation was criticized for lacking human-like qualities. Participants 

desired text for reading along in case of missed information. One participant found the voicebot 

stressful, preferring text input over voice commands. Overall, the voicebot was deemed impractical. 

Regarding the chatbot, respondents felt that placing answers above questions was unnecessary, 

given the simplicity of questions. Typing speed was criticized for being either too slow or too fast, 

with a desire for customization. Continuous text appearing proved distracting for some users, 

suggesting an option to pause typing and display the entire text. Attention retention was perceived 

to be quicker with the voicebot than with the chatbot. However, students assumed that in field 

usage, they would probably interact more likely with a voicebot “when doing something else like 

cooking or cleaning” in a non-laboratory situation, whereas they would “more likely just sit down 

for learning as a primary activity with a chatbot”. Suggestions for improvement included 

incorporating visualizations into the text for clarity and responding with the correct answer instead 

of "answer number X". Some also criticized the verbosity of the content. 
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Q03: How did the bot assist you in learning? Q04: Where else could you envision using such a bot 

in an educational context? Both bots were generally perceived as supportive. They provided a 

helpful overview of topics and were particularly useful in introducing a new section or for post-

lecture review. They aided in summarizing information and encouraged independent thinking. 

Students recommend the voicebot for college education or for informal learning accompanying 

leisure activities, as it could engage their attention, especially for knowledge recall (like flashcards). 

Some users found it helpful for memorization and language learning. While it may pique interest, 

it may not be suitable for formal learning. Auditory learning was valued for reinforcing information 

differently. Potential uses included car rides or situations where “you would otherwise just listen 

to music”, or benefiting visually impaired individuals and those with literacy challenges. It could 

also combat low motivation for reading. Regarding the chatbot, applications included memorizing 

factual content or language learning, along with preparing for driving, fishing, or hunting exams, 

and historical study. It offered interactive and motivational learning opportunities for classroom 

and individual exam preparation. It served as an alternative learning method, adding variety. Travel 

settings like commuting by train were suggested. One participant proposed using the chatbot to 

delve into a new topic and the voicebot for collaborative assessments with peers. 

Overall, participants appreciated the thoroughness of bot interactions, though they noted individual 

and situation-specific preferences as well as issues such as misunderstandings and the risk of 

distraction. Both bots were generally considered helpful for learning, with potential applications 

ranging from informal learning to exam preparation, although some users found them less suitable 

for certain subjects (i.e., mathematics). 

5  Discussion 

Our study explored the perceived value in interaction of a voicebot in comparison to a chatbot. 

Although we could not find significant differences in the perceived ViI in our quantitative analysis, 

our qualitative findings revealed that participants presented compelling arguments both for and 

against either of the two interaction modes. Some participants favored the chatbot for its written 

interaction and the ability to review text, while others preferred the voicebot for its more natural 

communication through a human voice and intonation. These diverse preferences were also 

reflected in the descriptive statistics, where participants utilized the full range of the Likert scale. 

The variation in participants' responses, as indicated by the standard deviations (ranging from 0.791 

to 1.029), suggests individual differences in perception of interaction. Factors such as personal 

learning preferences, background experience, or technical affinity may influence the choice of 

interaction type. These results underscore the importance of personalizing educational applications 

to accommodate users' diverse needs and preferences. Similar mean values on all interaction value 

levels indicate that both interaction modes potentially result in effective tools in education to 

support learners in acquiring knowledge and skills.  

However, the decision to use a particular type of interaction should consider the individual 

preferences and needs of users. In this course, it is notable that adaptation is predominantly 

discussed as a minor aspect in existing design knowledge concerning PCAs (Biancardi et al., 2021; 

Schlimbach et al., 2022), suggesting that their crucial role in fostering relationships and generating 

value subjectively has been overlooked so far (Schlimbach, Spill, et al., 2023). Nonetheless, 

numerous research contributions acknowledge the significance of adjusting learning applications 

to tailor education, offering advantages such as personalized learning, increased inclusivity in 

academia, and the potential to revolutionize education (Gupta & Chen, 2022; Wollny et al., 2021). 

Offering various options and allowing learners to choose their preferred mode of interaction is a 

first step towards that goal. Furthermore, participants' qualitative feedback underscored the 

importance of interpreting results within specific contexts in line with research (van der Zandt et 

al., 2021). However, recent literature, as outlined by Schlimbach, Rinn et al. (2022), suggests that 
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this potential has yet to be fully utilized in implemented PCAs. Participants noted that their 

preference for a PCA's conversational mode varies significantly depending on the learning situation 

(e.g., time constraints, audience, subject matter) and the educational objectives, aligning with 

findings from Nißen et al. (2022) and van der Zandt et al. (2021).  

Particularly with regards to the evolving roles of PCAs, ranging from hierarchical tutors to 

motivational coaches and learning companions (Khosrawi-Rad et al., 2022), this suggests that the 

effects of the implemented interaction mode should not be universally measured and designed, but 

rather tailored to specific usage contexts. For example, while some students favored a voicebot for 

"learning on the fly" during leisure activities (e.g., incorporating knowledge nuggets into a 

podcast), they anticipated greater acceptance for formal learning tasks (e.g., exam preparation, and 

course assignments) with text-based PCAs. Incorporating gamified elements may be essential for 

fostering ongoing engagement with the bot (Benner et al., 2022). These insights have implications 

for the design of educational applications, suggesting that a personalized and diverse interaction 

environment can enhance learning outcomes and user satisfaction as shown in prior studies 

(Schlimbach, Lange, et al., 2023). From a research perspective, our study further highlights the 

importance of not only drawing conclusions from statistical averages but also considering 

individual learner preferences. This ensures that promising learning facilitators like PCAs truly 

provide a customized learning experience rather than merely catering to the average.  

Future research might focus on examining specific features and contextual factors to gain a more 

comprehensive understanding of user preferences and the value of tailored interaction modes. Our 

study was limited in that the experiment was not part of students’ formal curriculum and might 

have impacted their perception of and seriousness towards the PCA’s interaction. It appears crucial 

to explore which interaction mode aligns best with the diverse roles and learning contexts that 

PCAs may inhabit. For instance, the conversational style may affect the PCA’s relationship-

building, such as learning companions aiming to establish long-term, friendship-like connections. 

Subsequent studies could provide valuable insights into the design considerations for PCAs tailored 

to an interaction mode that aligns with their language style, personality, and respective role in 

learning facilitation. Additionally, future investigations could examine the integration of emerging 

technologies, such as LLMs, and their potential to finetune social cues, styles, and context 

sensitivity. Exploring the adaptation of verbal cues to foster human-bot collaboration, motivate, 

and integrate pedagogical aspects (like scaffolding techniques) holds promise for leveraging new 

potentials in PCA interactions (Isbister & Nass, 2000; Winkler, Hobert, Fischer, et al., 2020).  

Moreover, on a meta-level, models like Geiger et al.'s ViI framework could guide future research 

by focusing on the value generated for the human student in specific learning scenarios, rather than 

offering generalized design recommendations. This framework's value levels, including 

relationship, matching, and service, potentially align with desirable features per level linked to an 

adaptable interaction mode (Schlimbach, Spill, et al., 2023). For instance, factors like trust and 

empathy may be particularly crucial for relationship-oriented PCAs and easier achievable through 

a speech-based PCA whose voice usually provokes a warm attitude (Novielli et al., 2010) and thus 

becomes more familiar over time. Currently, many PCAs fail and do not leverage their full potential 

in learning facilitation (Wollny et al., 2021), but more research i.e., in designing the interaction 

mode with purpose might be a further step toward that desired direction. 

In conclusion, we advocate for a more value-oriented approach in PCA research and thus encourage 

future research with larger participant samples, diverse learning contexts, and varied experiment 

durations to comprehensively explore the nuances of PCA interaction modes. 
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