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Introduction

Since the 1990s, various recommender systems have been developed and become more important by increasing data size in many fields such as music, online video, and book (Bobadilla et al., 2013; Choi et al., 2012; Choi et al., 2016; Lee et al., 2010). Recently, recommender systems have also been studied in applications such as Internet of Things (IoT), social network, and so on.

Many researches on the recommender systems have focused on the accuracy of recommendations because the recommender systems help customers to find the products which are suited to their preferences. However, recommendation service which do not meet customer expectations may lead to rejection of the recommendation and even contempt for the recommendation service (Fitzsimons & Lehmann, 2004). Accordingly, recent studies have been also conducted in terms of other performance metrics such as diversity and stability.

However, one of the important aspect of business is to increase the profit margins of the company through recommender systems. That is, the main purpose of the recommender system is to increase the profits of the company by providing information that customers would like. Thus, some studies have tried to find the model which earns more profits (Azaria et al., 2013; Chen et al., 2008; Das et al., 2010; Lu et al., 2014). However, it is not easy to directly estimate the increase of profits. Moreover, even though there is a significant profit gap whether the company applied to the recommender systems or not, there are few studies which demonstrate higher profits.

In this study, we propose a reinforcement learning-based recommendation methodology for increasing the profits of the company which considers the price of the products. In order to apply reinforcement learning to recommender systems, we regard the price of products as the reward of reinforcement learning. In other words, we assume that the company will recommend a product that is highly profitable in the long term, and it is designed to learn about not only pricing factors, but also the future earnings of the products. Although there are many techniques for reinforcement learning, we use the Markov Decision Process (MDP). The Markov property means that the probability of future state are determined solely by the present state. Therefore, the proposed methodology conducts recommendations based on both purchased products at a specific point of sale and the transfer probability of purchasing at the next time. It is expected that a greater margin of profit will be obtained from the extent that there is no significant difference in accuracy, compared with the traditional recommendation model. Therefore, we expect that our methodology will earn more profit than the traditional recommender systems.
Related Work

Reinforcement Learning

Reinforcement learning has been studied early in the field of cybernetics, statistics, psychology, and neurological science (Kaelbling et al., 1996). The Reinforcement learning methods are distinguished from typical models such as supervised learning and unsupervised learning because they are defined by learning how to study problems, rather than learning how to study methods (Sutton & Barto, 1998). The methods of reinforcement learning are based on several studies. The motive of reinforcement learning has become a case of psychologist Skinner's Box experiments. The Skinner's reinforcement theory is that it pays the highest rewarding behavior based on past compensation, which led to becoming a keynote for reinforcement learning. Another basis of reinforcement learning is from the bellman's optimal control studies in the theoretical aspects. Bellman solved the optimal control problem through the bellman equation, and furthermore created the Markov decision process to complete the foundation of reinforcement learning. Skinner's Reinforcement learning and bellman's Markov decision process merged into Sutton's temporal difference (Sutton, 1988) and Watkins Q-learning (Watkins & Dayan, 1992). Recently, the development of reinforcement learning leads to studies such as temporal-difference search in computer Go (Silver et al., 2012), game control AI (Mnih et al., 2015), and Deep mind-AlphaGo (Silver et al., 2016). The latest research's results showed that Google's AlphaGo which is based on the deepQ learning has won the game with the man.

Most reinforcement learning researches are based on the formalism of Markov decision process (Puterman, 2014). Although reinforcement learning is by no means restricted to Markov decision process, reinforcement learning's basis is motivated from Markov decision process such as discrete time, countable state and action formalism (Barto & Mahadevan, 2003). The reinforcement learning agent gets rewarded by acknowledging the environment and responding to the environment. Accordingly, reinforcement learning discovers an optimal action through trial-and-error interactions with its environment (Kober et al., 2013). Recently, several studies have proposed recommendation methodologies based on reinforcement learning techniques (Gaeta et al., 2016; Mahmood & Ricci, 2007; Mahmood & Ricci, 2009; Taghipour et al., 2007; Wang et al., 2014).

Profit maximization on Recommender Systems

The recommendation system can enhance the corporate expectation by showing the customer preference products. So, many studies on recommendation systems have been focused and developed to encourage accuracy and to provide various recommendations. But, the previous studies cannot increase profits directly, only indirectly.

Without considering the customer's preference, recommendations that encourage the product’s profit may result in making customers purchase with curiosity. But, if the customer continues to be exposed, the customer will eventually disregard the recommendations. Accordingly, some studies have proposed the models considering both customer's preference and the revenue of the firm (Chen et al., 2008; Das et al., 2010). Das et al.(2010) have used the concept of trust to the customer to define the relationship between the customer's preference and the duration of the trust relationship. Any recommendations based on trust can yield higher expectations. Chen et al.(2008) have proposed methodology which integrated price profitability into the traditional recommender systems.

The companies can increase profits by simply recommending a highly priced commodity. However, if the trust of customer toward the companies continues to decline, the efficiency and performance of the recommendations will gradually decrease (Das et al., 2010). In other words, recommendation methodology for profitable one-shot sales may lose customers' trust.

In this study, we propose a methodology that enables the companies to get higher returns on sales for long periods of time. Especially, the proposed methodology does not exist a trade-off between the accuracy of recommendations and the companies' profit margins because of considering the price of products and the association with the products purchased from the previous records.
Methodology

Overview

Many recommendation methods have been studied in order to better predict the accuracy of the customer’s preferences. These methods have proven that there is a positive correlation between sales volume and the accuracy. However, there are few studies to propose the recommendation methods for increasing profit though sales volume is important in aspect of business.

In this study, we develop a methodology to recommend products which can earn maximum profits in long-term periods. The methodology uses the user’s purchase data and pricing factors. In this paper, we use the future price by modifying Q-learning as reward of state-action value. Overall procedure of the proposed methodology is shown in Figure 1.

In the learning phase, the model preprocesses data for learning process and it learns the state-action reward matrix using reinforcement learning. The model provides recommendations based on the learned state-action reward matrix and it decides the policy which the reward is maximum at each state. In the recommendation phase, the model recommends the product whose reward is maximum based on the product which was bought most recently.

In this study, let $I = \{i_1, i_2, ..., i_{n-1}, i_n\}$ and $U = \{u_1, u_2, ..., u_{m-1}, u_m\}$ be a set of products and a set of users, respectively. The tuples of Markov decision process are defined as the following criteria for applying the product recommendation of the transaction data.

- **State:** Set of purchased products at time $t$ with user $u_i$
  $$S = \{s_1, s_2, ..., s_{n-1}, s_n \mid 1 \leq k \leq n, s_k \in I\}$$

- **Action:** Set of purchased product at time $t+1$ with user $u_i$
  $$A = \{a_1, a_2, ..., a_{n-1}, a_n \mid 1 \leq j \leq n, a_j \in I\} \subset I$$

- **State transition probability:**
  $$P(s_{t+1} = i_{n+1} \mid s_i = i_1, s_2 = i_2, ..., s_t = i_t) = P(s_{t+1}=i_{n+1} \mid s =i)$$

![Figure 1. Overall Procedure](image-url)
· Discount factor: Discount factor is a degree of reduced present value of the future rewards. We define discount factor as interval value in $\gamma \in [0, 1]$ through experiment.

· Reward: Reward is defined on the profit basis because the price is the profit of selling products, the equation $R(s, a) = \text{price of product } 'a'$ can be formed.

The proposed system learns the model using Markov decision process’ five tuples and recommends user with the product whose $Q(s, a)$ is maximum.

**Learning Phase**

As explained above, it is required to preprocess the transaction data for the proposed methodology. The order of state and action must be defined because reinforcement learning of the proposed methodology is based on Markov decision process.

So, dividing and arranging the transaction data according to the purchase orders are required. We rearrange the purchase order for each customer and convert the date back to the order of purchase such as Table 1. Here, $u$, $t$, and $i$ mean a user, time, and a product, respectively.

**Table 1. An Example of Purchasing Matrix**

<table>
<thead>
<tr>
<th></th>
<th>$t_1$</th>
<th>$t_2$</th>
<th>$t_3$</th>
<th>...</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_1$</td>
<td>$i_1$</td>
<td>$i_4$</td>
<td>$i_3$</td>
<td>...</td>
</tr>
<tr>
<td>$u_2$</td>
<td>$i_3$</td>
<td>$i_4$</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$u_3$</td>
<td>$i_2$</td>
<td>$i_3$</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$u_4$</td>
<td>$i_1$</td>
<td>$i_3$</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

The table 1 represents the learning information of the model. For example, if $i_1$ at time $t_1$ is the state of $u_1$, $i_4$ at time $t_2$ will become next action of $u_1$. The reward $R(s, a)$ given at this moment can be 2.5($) if price of $i_4$ is 2.5$. So, the equation of learning Q-learning can be shown following as:

$$Q(s, a) \leftarrow Q(s, a) + \gamma \left( \sum_{s_{t+1}, a_{t+1}} P(s_{t+1}, a_{t+1}) R(s_{t+1}, a_{t+1}) \right),$$

where $Q: s \times a \rightarrow \mathbb{R}$, and $P$ is probability transition.

At state $s_t$ and agent action $a_t$, agent can get reward $R(s_t, a_t)$ that is price of the product $a_t$, and then $Q(s_t, a_t)$ is updated by reward $R(s_t, a_t)$. Moreover, $Q(s_t, a_t)$ is added by future discounted reward. We define the terminated sequence as two step of states. If sequence is terminated sequence as one step, the model cannot learn the future reward. But if the sequences are terminated as more two steps, the model’s learning time is much longer than that of (the number of products)$^2$.

So, $Q(s, a)$ matrix, which represents the maximal reward at the state, is learned through Q-learning. The matrix has accumulated reward of each state and action. Therefore, $Q(s, a)$ has two characteristics. First, the higher the frequency of the product, the higher the value of the $Q(s, a)$. If a particular item $a_j$ is bought frequently after purchasing a product of a specific state $s_k$, that is an important factor in increasing the value of $Q(s_k, a_j)$. Second, the higher the price of the product, the higher the $Q(s, a)$. If the price of a product is high, it is possible to obtain a high $Q(s, a)$. This means that the current state of the agent is more likely to transfer to a higher price. When recommending, this action becomes the action which has the highest $Q(s, a)$ values in accordance with the state.

**Recommendation Phase**

The learning of the model terminates when the customer’s purchasing is over. And then, recommendation
is offered. That is, the model identifies the state $s_k$ of the customer and locates $a_j$ that is the highest value of $Q(s_k, a_j)$ in the $Q(s, a)$ matrix. Therefore, $a_j$ will be recommended to the target customer as following.

$$
Rec(s_k) = \arg \max Q(s_k, a_j) \text{ (where, } 1 \leq j \leq \text{ max } j)$$

In this phase, the purchased product is removed from the list of recommendation. And the number of the recommended product is same to the number of the purchased product in the most recent time. For example, if $u_i$ bought three products at $t_i$, the number of recommended products at $t_2$ will be three.

**Experimental Results**

*Data and Experimental setup*

For our experiments, dataset is obtained from Dunnhumby (https://www.dunnhumby.com/sourcefiles). This dataset contains transactions of 2,500 households who are frequent shoppers at a retailer. We analyzed only 100 customers with a high frequency because lower frequency reduces the rate of learning to be learned by data. The selected dataset contains 2,069 products and 417,949 transactions.

Due to the characteristic of retail data, the accuracy of the model is affected by the factors and time. In order to remove the elements of time, this study uses the leave-$p$-out validation method. The leave-$p$-out validation method can control the accuracy of the data because the accuracy of models can be changed by seasonal factors (Celisse and Robin, 2008; Moon et al., 2013). In this study, we first divide the entire data into 10 time periods. And then we select the model to measure the performance by using one of the following data. For example, if $p$ is 6, we can use the data from the 1st to 6th of the entire data slices to study the model, and then measure the performance with the 7th data. And we repeat this learning until the evaluation with the 10th data.

To compare the performance between our methodology and Markov decision process-based model as a benchmark system, we use two metrics such as the expected value and the real sales value. These metrics are described as follows:

- Expected Value = $\frac{\sum \text{price of recommended products}}{\text{number of recommended products}}$
- Real Sales Value = $\frac{\sum \text{price of purchased products with recommended}}{\text{number of purchased products with recommended}}$

**Results**

Before the comparison of the performance for each recommender system, we set the discount factor as 0.5 because it is best served in terms of accuracy and expected value. Figure 2 shows the differences of the expected value between the proposed methodology and the Markov decision process -based model.
As shown in Figure 2, the expected value of the proposed methodology is approximately 3 times larger than the benchmark. That is, our methodology can recommend products with higher prices than the benchmark. However, it does not mean that the company’s profits are also higher. Therefore, we next compare the real sales value in Figure 3.

As a result, there are not significant differences between Figure 2 and 3. Especially, in Figure 3, our methodology can increase the company’s profit about 1.5 times. Therefore, we can conclude that our methodology can provide a way to induce more profit margins from the corporate sector and increase corporate profits. For a more detailed test, we performed the non-parametric Mann–Whitney statistical test. The results indicated that the performance of the proposed system was significantly higher than that of the benchmark system, as shown in Table 2.

<table>
<thead>
<tr>
<th>Table 2. Results of Mann–Whitney Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Expected Value</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>N</td>
</tr>
<tr>
<td>---</td>
</tr>
</tbody>
</table>

2017 Pre-ICIS SIGDSA Symposium on Analytics for Organizational and Societal Transformations
Seoul, South Korea - December 10, 2017
Reinforcement Learning-based Recommender Systems

**Conclusion and Future Works**

In traditional studies, the recommender systems help customers to find the products which is suitable to their preferences. The customers broaden the purchase pattern by recommendation because the recommendation list is different to the previous purchased products. Accordingly, the recommender systems can be applied as a marketing strategy that allows businesses to make higher profits as companies provide recommendations. Therefore, the revenues from businesses should be considered when providing recommendations. In order to solve this problem, we focus on the long-term earnings which provide a maximum incentive from the standpoint of offering recommendations.

Through experiments, we find that the proposed methodology shows improved outcomes in terms of anticipated earnings. That is, the perceived value of the proposed methodology is better than that of the existing recommender systems. Moreover, the proposed methodology can be used for real-time recommender system. Although data accumulates in real-time, traditional recommender systems should repeat train process from the beginning to use new data. However, our methodology can be updated immediately because it only learns from newly created data.

However, our study has some limitations. First, we estimated the performance related with profits. Therefore, we will estimate the accuracy of our methodology and try to find a way to increase the performance related with both accuracy and profits. Second, recently, some studies try to use a variety of data such as unstructured data. Therefore, we will consider additional data for our methodology to improve the performance.
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