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Over the years, the Information Systems discipline has produced advice on how to discover projects and research topics that are worth pursuing. However, little attention has been given to sharing anecdotes and developing heuristics of when to terminate research projects. This article captures the comments of successful IS researchers about when they have pulled the plug on research projects and some of the heuristics they look for when making that decision.
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I. INTRODUCTION

Over the years, we have frequently given consideration to issues in discovering projects and topics worth pursuing. However, in recent sessions with doctoral students, we have found a recurring and related question—how do you know when an MIS research project should be terminated as unlikely to yield sufficient return for the remaining effort?

It can be argued that the domain addressed by MIS has been marked by continual expansion. To a large degree initial scholars were concerned with the function of information systems within business organizations [Davis et al., 2010]. This is consistent with the emergence of MIS as a field of study largely within business schools and, to some extent, as the computerization of previously manual operations such as cost accounting and human resource tracking. However, over time, the domain of research in this field has extended past organizational artifacts and management of computing resources. Electronic commerce has served to push the field strongly to consideration of the nature of customers and the Internet experience [Chatterjee et al., 2002; Gefen et al., 2003; Pavlou and Fygenson, 2006]. Many studies in e-commerce (broadly defined) focus on the Information System as product—as a structure for auctions [Bapna et al., 2004] or social networking [Wasko and Faraj, 2005] and are not necessarily tied to considerations of how organizations providing products and services organize their ability to provide e-commerce. Information economics studies have moved in large measure to the effects of information and technology on markets and the economy in general [Ba and Pavlou, 2002]. Questions such as what are the effects of investments in IT on firm profitability or the effects of IT related announcements on stock prices also move the domain beyond narrowly focusing on the application of Information Systems within organizations [Hitt and Brynjolfsson, 1996; Im et al., 2001; Zhu and Kraemer, 2003]. We have also seen studies on the effects of “too much” Internet use or game playing on society [Gentile et al., 2011; Ha et al., 2007]; the nature of organizational or industry “ecosystems” [Tan et al., 2009], and the penetration into the technology market of FLOSS (Free Libre Open Source Systems) business models [Crowston et al., 2005; Fitzgerald, 2006].

Our purpose in this article is not to judge whether such continual expansion of the MIS domain is “good” or “bad,” though such a discussion would continue a long tradition of debate about the nature of MIS, but rather to point out that today’s junior faculty and doctoral students face an increasingly complex and extensive array of topics for their consideration. One might argue that this amounts to a kind of information overload. The array of topics includes those that have been very thoroughly examined, such as diffusion of technology and factors influencing use and success [DeLone and McLean, 2003; Venkatesh et al., 2003], and those that are emerging, such as crowdsourcing [Agerfalk and Fitzgerald, 2008] and green/sustainable IT [Watson et al., 2010].

While the nature of the topic might be expected to play a significant role in both choices of study to pursue and whether to continue, we were not convinced that this alone is sufficient to guide decisions for both taking up and abandoning projects. We observe that the involvement in projects has some elements of rational decision making, satisficing, and incremental decision making. Of course the rational involves scanning the entire range of possibilities to make optimal selections and satisficing involves searching until an acceptable option is found. We would argue that once begun, the decision to continue (if made intentionally) or discontinue a project will tend to resemble the incremental decision-making model. With any project, some is known and much is unknown at the beginning. With each step more information becomes available. Where such information about the project continues in an expected manner, a decision point regarding the project may not be reached. When such information becomes “disturbing” in one way or another, an assessment of possibly curtailing the project becomes likely, if not necessary. With the nature of the current job market as well as the continued expansion of the MIS field, there is increasing pressure on doctoral students and junior faculty to make good decisions in project selection but also to make good decisions in “letting go” of projects that will not yield sufficient results to justify continued investment.

In that spirit, primarily for the benefit of doctoral students and those relatively new to the field, we moved forward to query a wide array of senior and mid-experience level MIS faculty regarding their experiences with terminating projects. We discuss below the responses we received from these participants. We hope that the decision rules, examples, anecdotes, and other ideas might be helpful in guiding project management decision-making throughout the research lifecycle.
II. BACKGROUND

The process of scientific research has been studied across a number of different fields. In this research, we introduce a simplified illustration of the research lifecycle which consists of several different steps that can be divided into three main stages: research inception, research maturation, and research validation. We illustrate basic activities in each of these phases in Figure 1.

![Figure 1. Research Overview](image)

Basic steps in the *inception phase* include the identification of the phenomenon, idea, and/or problem and also identification of a general research approach or methodology. Existing literature, conferences, interaction with industry, discussion with colleagues, past research projects and findings, and the popular press, among others, are productive sources for new ideas. Different research approaches/methodologies may be better suited to describe/explain/investigate the area of research interest. A multi-methodological approach and triangulating data using multiple approaches provides a better understanding of the research interest. Popular approaches/methodologies that have been employed in Information Systems research include case studies, action research, survey research, design science, experiments, field studies, etc.

At some point researchers decide to engage in the project. We suggest that this decision often happens after ideas have been generated and the research approach selected. Following the decision to engage in the research, research cycles iteratively through a number of steps where the abstract ideas become more concrete and evidence is collected to support the research objectives. While the specific steps of the research lifecycle during the *maturation phase* vary, we suggest that most studies include four basic steps: (1) designing/refining the study, (2) collecting data/conducting the investigation, (3) analyzing the data that was collected and drawing conclusions, and (4) integrating/positioning the findings. We view these steps as iterative in nature, not only between the steps but also within each step; there may be many iterations required to refine/mature the research product. However, we also suggest that, although we have illustrated the steps in a sequential nature, they can transition between any of the steps at any time and activities can, and often are, carried out simultaneously.

Once the research has been conducted and findings have been captured in an artifact (usually in the form of a manuscript), the results are usually validated at some level. In the Information Systems discipline, research contributions are often validated through a blinded, peer-review process. It is important to recognize that this validation process, perhaps all too familiar, means a return to the maturation phase of the research.

The decision to participate in the research process is not a single static occurrence, rather it is evaluated multiple times throughout the research lifecycle. Additionally, research often consists of the combined collaborative effort of multiple researchers. In many projects, researchers may conceive of a research project together and follow that through to the publication and dissemination of results. However, researchers may engage or disengage a project for multiple reasons and this can occur at different phases and in different activities of the lifecycle. For example, a research team may find that additional expertise is needed to apply an appropriate data analysis approach to carry the project forward or the development of a sophisticated experimental instrument requires software development.
expertise to construct or employ. Throughout the lifecycle, researchers/co-authors coordinate and share information which can be critical to a project’s success.

In this project, we are primarily interested in the decision to “pull the plug” on research projects after there has been a decision to be engaged, that is, during the maturation or validation phases.

III. PERSPECTIVES OF EXPERIENCED RESEARCHERS

In order to gather a broad array of opinions and experience, we solicited input from both senior IS scholars and also from a group of IS researchers who recently received tenure. In all, fifty-eight individuals were invited to participate via e-mail, and ultimately twenty-one actually did so.

Participants were directed to a survey where they were introduced to the topic and then asked to respond to three short, open-ended questions:

- Please describe a situation where you had to “pull the plug” on a research project.
- Are there any key indicators you look for when you “pull the plug” on a project?
- Please list any other broad thoughts about what you look for in deciding whether to continue or discontinue a troubled project?

Researchers employed a two-phase, qualitative approach based on the principles of grounded theory in order to draw out similarities between the open ended comments. See the Appendix for an overview of the qualitative approach employed.

In this section, we share the experiences and advice about when to “pull the plug” on research projects from scholars in the discipline. The thematic categories identified can be aligned with the phases of the research lifecycle that was previously introduced but could have alternatively been grouped by categories that have been studied related to IT project failure: project factors, psychological factors, social factors, and organizational factors [Keil, 1995]. Within each section, we also share key indicators that scholars looked for when deciding whether or not to pull the plug on projects.

Design/Refinement of Study

Early indicators of success of a research project are tied to identifying a compelling motivation for the study, assessing “the likelihood that the project will generate new and interesting results,” and designing a study that meets the intended objectives of the research.

In the early stages (design, instrument development ...), I look for consistency with the purposes of the project. If it is clear that as you operationalize the project that it will not meet the purposes intended, then the project is stopped or “re-oriented.”

We suggest that during the early stages of research “a convincing punchline to the study” should emerge. Similarly, the implications/impact of the research on both research and practice should be evident and compelling. Early in the project an answer to the “so what” question should emerge and face validity should be apparent.

If, despite working on a project, a clear intervention or response to the “so what” question does not emerge, it is difficult to get intrinsically motivated given other projects. This is particularly true for projects at early stages where sunk costs are low.

As a design proceeds and researchers with varying perspectives are involved, often there is compromise regarding the direction of the project and what steps should be pursued and how they will be enacted. Compromises between desires of different researchers can iteratively distance the project from meaningful contribution as suggested in the following:

Students and I in a research team had trouble agreeing. There was so much disagreement that we designed the study and did a pilot, but there were so many compromises that the study lost meaning.

If the research doesn’t fit the mold of expected research there is a risk of acceptance by those who will later validate the contribution. One researcher conveyed his or her experience with almost pulling a plug on a project due to a unique research methodology:

I have not had to pull the plug on a research project, but there was an instance I was close to doing so. The project was undertaken by an indigenous student exploring the narratives of successful indigenous women.
in IT. Interviews were conducted and was framed around an indigenous research methodology as well as indigenous theories. The student's indigenous world view of scholarship was not congruent to what "western" scholarship expects. Unfortunately, there were already examples of completed Ph.D. theses by indigenous students who have taken similar approaches.

Of course, as research studies are designed, they have to be positioned relative to the existing literature. Even if you have appropriately positioned the research study relative to the existing literature and have created a design that will address the phenomenon of interest, at times we discover similar papers that are already in print even prior to collecting data. One suggestion is to consider pulling the plug on projects if "half way through the project—before data collection—a similar paper is seen in print." However, often these projects can be reoriented or reframed.

Table 1 contains indicators related to the design/refinement stage regarding whether or not a project should be continued.

<table>
<thead>
<tr>
<th>Table 1: Continuance Heuristics for Design/Refinement Stage Analysis/Conclusions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Is there theoretical promise?</td>
</tr>
<tr>
<td>What is the importance of the study—will it be helpful?</td>
</tr>
<tr>
<td>Will others see it as a significant contribution? Does it make some progress in a</td>
</tr>
<tr>
<td>needed area?</td>
</tr>
<tr>
<td>Is there a better paper with the same message already published?</td>
</tr>
</tbody>
</table>

The following are some precautionary steps to minimize the probability and impact of problems in this stage happening to you:

- Before starting the project evaluate whether it has the potential to meet your publication goals.
- Write a short research summary defining the importance of the study, potential contributions, and how the research is positioned relative to existing theories.
- Early in the project, share/present these ideas to more experienced researchers to “test the waters” with your ideas and the salience of the potential contributions

Data Collection/Investigation

The success of many research projects depends on the collection of data that will be analyzed in support of the research objectives. Depending on the research project, data may be generated, acquired from secondary sources, or collected from primary sources. Identification of viable sources of data is a crucial component that can influence the continuance of research projects. One researcher noted that, “when it became evident that it [was not] possible to find the data sources needed,” the project was abandoned. Another researcher suggested that even after viable sources are identified that failure of subject participation “was the most common reason” for pulling the plug on research projects.

Information Systems research often requires collection of data from sources external to the researchers’ institutions. Establishing these relationships can be time consuming, and turnover of personnel in these external organizations may impact the commitment of the organization to participate in the research. Further, organizations might impose additional constraints on the data collection process which may jeopardize the study. One researcher describes an experience with a multi-site case study:

The research project was a case study about “successful end users” and their characteristics. This was a three organization case study involving over 120 end users. All three organizations had agreed to the conditions under which they would participate. Data gathering had started in all three organizations. One of the organizations asked to change the conditions under which the data was gathered which would make the data not comparable to the other organizations in the study and therefore unuseable. This substantially weakened the study. It was decided to “pull the plug.”

Changes to company procedures that impact data collection don’t always indicate that the data source or the project should be abandoned. However, according to the following researcher, clever approaches may need to be employed:

Getting data is often a key issue. If the project requires data, then the critical issue is to obtain it. Sometimes, it can be done in clever ways; in other cases, it cannot be done, so terminate the project. In my career, I had a project that looked like it would fail because the company that had agreed to a procedure to collect data changed their mind because they feared a bad effect on customers receiving the request. However, a clever suggestion by my coresearcher overcame the objection and the field experiment worked.
well. Using his procedure, we were able to collect data, and the resulting publication had a significant effect on professional practice.

Even after data collection is complete, the sponsoring organization may change policies, procedures, or simply withdraw support of the project. Another researcher describes:

I have had several situations where sponsoring organizations have backed out, even after the research was complete. One recent one was case research on a large oil company’s internal Wiki. A change in management, an organizational reshuffle, and suddenly our sponsor was no longer in a position to sponsor the project.

Table 2 contains indicators related to the data collection stage for whether or not a project should be continued.

<table>
<thead>
<tr>
<th>Table 2: Continuance Heuristics for Data Collection Analysis/Conclusions</th>
</tr>
</thead>
<tbody>
<tr>
<td>General lack of research support during the data collection stage</td>
</tr>
<tr>
<td>Poor participation from organizations or other participants</td>
</tr>
<tr>
<td>A promised organizational sponsor backs out</td>
</tr>
</tbody>
</table>

Precautionary steps to minimize the probability and impact of problems in the Data Collection/Investigation stage happening to you include:

- Consider multiple contexts/sources for data collection.
- Identify direct benefits of the research for the sponsoring organizations and/or participants.
- Define minimum and ideal sets of data needed to address the original research questions; be open to collecting serendipitous data that enriches, extends, or modifies your research process.
- Be flexible to the constraints/interests of sponsoring organizations and/or participants, but act to the extent possible to gather the data needed to fulfill your original research intentions.

Data Analysis/Conclusions

At times the decision to pull the plug does not occur until the project has progressed to the stage of analyzing data and drawing conclusions from the data. In quantitative studies it is not until this stage that you discover support, or lack thereof, for the hypothesized relationships.

As part of our introductory Ph.D. course, the class does a research project together. We did a lab experiment one year and found no significant differences between the two treatments. We tried adding in various control factors, recoding the data to test a different dependent variable and everything we could think of, but there were no differences. We pulled the plug because there was nothing to report.

Similarly, in other research projects it may not be until after considerable efforts have been expended that it is discovered that the results are not interesting or compelling enough.

Recently, I had worked on a paper with a doctoral student that involved a meta-analysis of an important literature stream. The project was labor intensive and involved over a year of data collection (categorization of research articles on a template of constructs). Unfortunately, the data analysis did not result in compelling results and after extensively analyzing the data and going through iterations of the paper, we were unable to make a compelling story. We then decided to position the paper for a lesser journal, but the momentum had been lost. All involved parties got busy, and the paper was sidelined and (perhaps) is at the stage where it is shelved.

When research results are not compelling or when they are inconclusive researchers often consider additional explanations, hypotheses, or try to collect additional data. However, even these efforts may not produce sufficient results and may lead to the same conclusion.

Results were inconclusive, impossible to write it up in an interesting way. We did an experiment on Group Decision Support back in the early 90s and manipulated anonymity (anonymous versus non-anonymous), constructive vs. criticizing task, and peers vs. faculty and peers, and found zero results. We counted suggestions, counted number of times certain words showed up, counted nasty comments, examined the creativity of the suggestions by a panel of judges. Nothing. No differences. We gave up.

Table 3 contains indicators related to the data analysis/conclusions stage for whether or not a project should be continued.
### Table 3: Continuance Heuristics for Data Analysis/Conclusions

<table>
<thead>
<tr>
<th>Condition</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>No data are available as expected</td>
<td>No significant results.</td>
</tr>
<tr>
<td>No significant results</td>
<td>No significant results that can be explained theoretically.</td>
</tr>
<tr>
<td>Results are weak and the preconceived theory is not supported.</td>
<td>Empirical results—meaningful? Significant?</td>
</tr>
</tbody>
</table>

Precautionary steps to minimize the probability and impact of problems in this stage happening to you include:

- Consider additional explanations and hypotheses.
- Have a strong narrative whether the findings support or refute your expectations.
- Be willing to collect additional data.

### Integrating Research and Results Relative to Previous Work

The activities related to positioning research relative to previous work can occur at the beginning and near the end of the research lifecycle. Understanding the literature related to the phenomenon of interest probably occurs near the beginning. Returning to the literature near the end of the research may be needed in order to further explain unexpected significant results (or direction of those results) or salient concepts that might arise during the research process. Either way, a “strong and new intellectual contribution” relative to existing knowledge must be clear.

> *If I do not see a powerful story that can contribute to knowledge, it is difficult to get behind the project. It then becomes more “game playing,” rather than a driven initiative that I want to see succeed. In such cases, where the contribution is marginal at best, my co-authors need to be highly motivated to move it forward. I will contribute and push the project more to see them succeed (particularly if they are doctoral students) than my innate desire.*

During the course of working on research projects, core components that research builds on may fall out of favor or be questioned. These exogenous events may directly impact the likelihood of yielding benefit. One researcher shared:

> I was working on a project testing Nolan’s “Stages of DP Growth” when it fell into disfavor. I decided to abandon my efforts.

### Research Validation

Research artifacts in the form of articles or manuscripts are typically validated by reviewers and editors prior to publication. Reviewers can play a significant role in the continued formation of the paper, and often reviewers are able to identify deficiencies in the manuscript. While many issues can be addressed, at times reviewers identify research flaws that require a substantial amount of effort to correct or that invalidate the research. Certainly finding flaws late in the research cycle can be costly and if reported by multiple reviewers and multiple journals may indicate fatal flaws in the research.

> *If the comments keep coming back with the same problems even when you try to fix them, then you are better off moving on. And you start to realize the reviewers are probably right and there is an unfixable error. Especially when you have sent the paper to an A and then several B journals.*

Another researcher shared a similar experience and conclusion:

> Reviewer comments in a paper from multiple journals even after attempting to fix the problems kept on being identical. Thus, [there was] no other conclusion than the research was flawed. Put its publication on indefinite hold.

Many research papers go through the review cycle multiple times and the feedback from reviewers are not always indicative that the project should be abandoned as explained in the following:

> I’ve been fortunate in that I’ve seldom had to pull the plug. And I’ve almost always had the research published somewhere, but not always in the journal that was initially targeted.

> Surprisingly, I can’t think of one case where I actually pulled the plug. Rather I let the project run its course and try to do what I have promised to deliver. Obviously, the less promising the publication outlet, the less I commit to deliver. But I let the others on the project completely disengage before I determine a project dead.
However, the demands of reviewers might require a substantial amount of rework or extra research and time constraints might play a role in deciding whether or not to continue the research.

I had conceptualized a stream of research on “Productivity in Knowledge Work.” Some students and I wrote a working paper and submitted it for publication at a first rate journal. The paper was rejected. I decided to not pursue the project and revise the paper because the concepts needed some research in order to support them. I decided I could not devote enough time to build the body of knowledge to populate the article with good examples.

Table 4 contains indicators related to the research validation phase for whether or not a project should be continued.

<table>
<thead>
<tr>
<th>Table 4: Continuance Heuristics for Research Validation Phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paper gets rejected twice due to the same serious issue that is not easily correctable.</td>
</tr>
<tr>
<td>The paper has been rejected so many times that it is clear that it is too problematic to publish in a good journal.</td>
</tr>
<tr>
<td>The underlying theory/framework is invalidated</td>
</tr>
<tr>
<td>There is no prospect for publication.</td>
</tr>
</tbody>
</table>

Precautionary steps to minimize the probability and impact of problems in this stage happening to you include:

- Prior to submission, share/present manuscript ideas to more experienced researchers for frank evaluation of manuscript potential
- Become familiar with theoretical developments and current issues/perspectives related to theory and research and analytical approaches related to your manuscript
- Be willing to spend appropriate effort correcting issues identified by reviewers

Co-Author Communication/Contributions

Most research in the Information Systems discipline is conducted by multiple researchers. As suggested previously, researchers may engage in a project at different stages of the research lifecycle. Throughout the lifecycle, researchers/co-authors, coordinate and share information which can be critical to a project’s success. We suggest that co-author communications and contributions are the most frequently cited category of why researchers pull the plug on research projects. One participant explicitly called out the fact that “in most cases when [he or she hadn’t] completed a project it [was] due to a co-author not doing his or her part.”

An underlying theme of several of the comments received in this category the idea that co-authors would not “carry their weight.” If this can be detected early on, time can be reallocated appropriately. Heuristics or rules of engagement can help guide the effort of whom to work with. One simple and straightforward heuristic that one of the authors developed and employed is that he will do a research project with anyone “once,” but will not conduct additional research with co-authors that do not pull their share. Setting expectations between co-authors and taking time to vet potential collaborators may help prevent conflicts.

I try to vet co-researchers before doing anything, but sometimes the group outvotes the individual and allows a nonparticipant in the group. Then, I have to decide how important the topic/pub(s) are to me. Often I’m the main intellectual contributor and that’s ok, but I need to know the work will be shared. Sadly, from history, you don’t know until you start the work. I now do not work with “big names” or anyone I’ve been burned by in the past. I tend to get to know people better first, then see if research is possible. It doesn’t completely protect me but it’s better than nothing.

Circumstances play a role in co-author communication and contribution. Multiple scholars cited that projects were abandoned when “students lost interest,” “moved away,” “dropped out,” “lacked effort,” or “stopped working” with the researcher or when “key collaborators abandoned the project.” The data suggest that when expectations about co-authors are repeatedly violated, there is a higher likelihood that the project will be abandoned.

Co-authors were nonparticipants, did sub-par writing, did not make meetings, did not comment on anything when requested, were not engaged in most meetings they did make, and then only to get their own way, but without follow-up. In short, everyone wanted the research, they also all wanted me to do all of the work.

Compatibility of personality and styles can also impact a research project or a planned research stream. There may be a tradeoff between productivity and happiness as the following suggests:
Compatibility as people—post-tenure I’ll only work with people that I enjoy. If I wouldn’t have someone over for dinner, I would not collaborate with them. Sometimes, you only come to understand this over time. As a result, you only write one paper with them then cut your losses on the planned research stream. This philosophy has not helped my productivity. It has helped my happiness.

While compatibility among people may play a role in selecting who to work with on research project, it may also lead you to abandon projects. One researcher suggested that sometimes projects may need to be abandoned if it affects or ruins friendships.

Co-author expectations shift based on perceived contribution throughout the lifecycle. When commitments are not met and the time commitment increases, co-author expectations may become misaligned. A potential challenge is that co-authors view the same incidents through different lenses. However, we suggest that the general mismatch of expectations by co-authors can lead to cancellation of projects.

I pulled the plug on a project when a co-author could not accommodate my schedule. The project had become a time sink ... with little prospect of yielding a positive long term outcome ... when I asked the first-author to help work on the implications ... the author indicated that they’d done their part and felt like they no longer needed to look at the project.

Most of the comments in this section fit into one of three categories: communication, contribution, and commitment. Most of the comments in the communication and contribution subcategory relate to missed expectations either during the process (communication) or related to the product (contribution).

Table 5 contains indicators related to co-author communications/contribution for whether or not a project should be continued.

<table>
<thead>
<tr>
<th>Commitment</th>
<th>Communication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Declining interest in the project</td>
<td>Irreconcilable differences between co-authors (e.g., students refusing advice)</td>
</tr>
<tr>
<td>Significant knowledge barriers that requires a stretch of time</td>
<td>Committing and not delivering</td>
</tr>
<tr>
<td>Lack of commitment</td>
<td>Failure to meet deadlines</td>
</tr>
<tr>
<td>Loss of momentum due to busy schedule at home institutions</td>
<td>Frequent and unreasonable demands</td>
</tr>
<tr>
<td></td>
<td>Low frequency of updates on project status</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Contribution</th>
<th>Low quality of deliverables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary author of project does not push it forward</td>
<td>Inability to work on the conceptual part of the project (numbers are easy)</td>
</tr>
<tr>
<td>Lack of contribution by co-author (e.g., commensurate with a peer reviewer, audience comments at a conference)</td>
<td>Lack of effort</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Precautionary steps to minimize the probability and impact of problems related to co-author communication/contribution include:

- Negotiate and specify commitments regarding:
  - Who communicates with the journal and makes final decisions regarding where and when to submit
  - Expectations related to different components of the paper, such as lit review, data collection, etc.
  - Order of authorship listing
  - Minimum contribution needed to remain an author of the paper should one of the authors need to pull out
  - General research procedures (e.g., having a “hot copy” that moves from author to author adding content versus each author preparing segments that someone integrates)

- Evaluate project progress periodically, particularly at key points (e.g., agreement with business host, completion of data collection, completion of analysis, return of submission feedback whether the project is on track); renegotiate as needed.
IV. DISCUSSION AND IMPLICATIONS

For many researchers the evaluation process of pulling the plug on a research project is triggered by a negative event occurring at a specific point in the research lifecycle. These events, which may be commissive or ommissive, trigger the evaluation process by exceeding a reasonable threshold specified by the researcher. These thresholds provide markers of our expectation that can help determine if resources should be refocused. Some researchers continually assess the possible outcomes of a research project and use that data during the evaluation process.

I look at changes from the original intent and anticipated research effort. I don’t like to “quit” on any project, but I have a “threshold” (an internal sense) that if a project simply becomes to “difficult” to execute relative to the anticipated potential benefits, then I discontinue the project. I continually assess “best-case,” “worst-case” and “most-likely” scenarios as I work through a research project. If the most-likely case becomes the worst-case, then the project is stopped or “re-focused.”

Perhaps from the results and discussion thus far, some readers might assume that pulling the project is a explicit decision to abandon the project. However, pulling the plug often will occur through a natural evolution of the allocation of time based on the likelihood of payoff. Often there is not an overt decision to pull the plug, rather, projects with the highest potential get priority over those with less potential.

There are enough journal outlets that anything that I was serious enough to start can find a home. So, I don’t pull the plug, other projects crowd out the least promising ones and I just dedicate less and less time to them. Yes, I have numerous projects that are sitting unfinished that I probably will never get back to because other more promising ones have captured my attention, however, I have successfully published papers that I have left dormant for several years. Given acceptance rates at top journals, you have to maintain a deep portfolio of projects, and expect rejections, rather than kill projects. I take a portfolio approach and just let the more promising ones capture my attention. Deliver on what you promise colleagues and just keep moving the portfolio along.

Further, some readers might infer that pulling the plug is a negative thing. We suggest that identifying challenges earlier in the research cycle will save time and resources to pursue higher impact/more promising research. One researcher’s perspective is that too many projects move too quickly through the early stages of research; that is, they don’t spend enough time on the design and feasibility of the research.

Based on lots of papers I have reviewed, far too many projects move forward that never should have. There does not, typically, seem to be enough time spent in design and feasibility assessment, but rather we, to use an analogy, start coding “willy nilly.”

We suggest, as others do, that many research projects would benefit by applying a little bit more structure throughout the process. Perhaps more research projects should incorporate some of the basic elements and principles common in the domain of project management.

A research project, such as a dissertation research project, should have a project plan that provides the motivation, assumptions, short review of literature, and description of the major activities, review points, estimated times and review points, and expected outcomes. If a researcher cannot or does not have such a project plan, the probability of success is low. I have seen brilliant students who have great ideas but do not or cannot turn them into a research plan with deliverables, review points, and a timeline.

Success in research can come at different levels, but as the following suggests, is more likely when collaborators on a research project work hard and are dedicated to the work.

Most of the projects where everyone is working hard eventually turns into a success (at some level). It is really the dedication and hard work that must be evident to indicate whether a project will eventually be completed successfully or whether it will be a waste of time. There can always be some false starts that get better directed as new information is learned. Without effort, however, the project is doomed.

We conclude with one scholar’s direct advice related to research projects and suggest that the decision to pull the plug occur earlier rather than later in the research lifecycle.

Don’t waste your efforts in trying to publish marginal or bad research. There is already too much marginal/bad research being published.

V. CONCLUSION

We suggest that a more conscientious effort should be made to evaluate the progress of research throughout the research lifecycle. While we are not suggesting that research projects should be abandoned whenever obstacles or
difficulties are encountered, we do believe that there are times when terminating a project is for the best. We acknowledge, from our own experience, how difficult it can be to determine if one is experiencing irrational commitment or just needs one more round of editing to get “over the hump.” Again, from personal experience, much can be learned from a project that is never completed both from a process and content perspective that can and should be applied in future studies (as well as in amusing anecdotes for classroom presentation). By sharing experiences of when scholars in the IS field have pulled the plug on projects we hope other researchers will find this helpful in performing their own evaluation when faced with similar decisions in their own research streams. We also suggest that throughout the project researchers use the heuristics/key indicators provided to reallocate time and resources sooner than later.

In conclusion, it is also important to keep in mind that an extraordinary number of projects are in fact completed. We are very pleased that this study is one of them. We note also that not every participating researcher has “pulled the plug” on a project as evidenced by the following comment:

Apologies, but I haven’t had this experience. Usually what happens is that I have permitted adjustments to the research process.

Whether or not you personally have pulled the plug on a research project—yet, we hope that this broader array of decision rules, examples, anecdotes, and other ideas will be helpful in guiding project management decision-making throughout the research lifecycle.
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Researchers employed a two-phase, qualitative approach based on the principles of grounded theory in order to draw out similarities between the open ended comments. First, both researchers free- or open-coded the responses. Initially one researcher coded the statements, splitting apart compound statements into multiple atomic units before providing labels for the statements. The second researcher then free-coded these statements at the same level. The second researcher did not find any additional statements that needed further decomposition. In the second phase, researchers grouped their individual codes into higher-level categories which are listed in Table A-1. Although researchers came up with different labels for the categories, the categories were semantically similar.

Table A-1: Higher-Level Categories

<table>
<thead>
<tr>
<th>Researcher 1 Label</th>
<th>Researcher 2 Label</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flawed Research</td>
<td>Early Steps Flawed</td>
<td>The research is flawed; often during the early steps.</td>
</tr>
<tr>
<td>Lack of research</td>
<td>External Market</td>
<td>Support from external sources for the research; often during data collection</td>
</tr>
<tr>
<td>support</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Author Time/</td>
<td>Future Time</td>
<td>The author time/interest diminishes; the future commitment of time exceeds the perceived benefits/impact of the research.</td>
</tr>
<tr>
<td>Interest</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Co-author</td>
<td>Participation</td>
<td>Participation in and contribution to the research project</td>
</tr>
<tr>
<td>Contribution</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Results</td>
<td>Results</td>
<td>Results are not significant or compelling.</td>
</tr>
</tbody>
</table>

Table A-2 lists the number of ideas categorized by each of the researchers. Researcher 1’s categories are listed in columns and Researcher 2’s categories are listed in rows. Researchers had a high level of agreement between raters as evidenced by the inter-rater reliability coefficients listed in Table A-3.

Table A-2: Coding Agreement

<table>
<thead>
<tr>
<th>Researcher 1</th>
<th>Time/Interest</th>
<th>Co-Author</th>
<th>Flawed</th>
<th>Research Support</th>
<th>Results</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Researcher 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time/Interest</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Co-Author</td>
<td>1</td>
<td>25</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>28</td>
</tr>
<tr>
<td>Flawed</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>Research</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>Results</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>Total</td>
<td>5</td>
<td>26</td>
<td>8</td>
<td>5</td>
<td>6</td>
<td>50</td>
</tr>
</tbody>
</table>

Table A-3: Inter-Rater Reliability Coefficients

<table>
<thead>
<tr>
<th>Method</th>
<th>Value</th>
<th>Std Error</th>
<th>95% C.I.</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC1</td>
<td>0.856554</td>
<td>0.05374</td>
<td>0.745 to 0.968</td>
</tr>
<tr>
<td>KAPPA</td>
<td>0.816962</td>
<td>0.069096</td>
<td>0.678 to 0.956</td>
</tr>
<tr>
<td>PI</td>
<td>0.816458</td>
<td>0.069584</td>
<td>0.677 to 0.956</td>
</tr>
<tr>
<td>BP</td>
<td>0.885</td>
<td>0.057446</td>
<td>0.735 to 0.965</td>
</tr>
</tbody>
</table>
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