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Abstract

Software reuse can lower costs and increase the flexibility of the software development process. Despite a large body of research focused on technical factors, there is still limited research on how companies reuse exiting components. In this study, we analyzed the reuse of external software components by taking a contingency approach. Using a survey of IT managers in the software industry, we empirically found that the use of external software components in an organization leads to better outcomes of the software development process. Among large companies, organic organizations adopt external reuse strategies more aggressively than mechanistic organizations. Architecture modularity is a significant driver of software reuse strategies. Finally, our findings suggest that some organizations may view external reuse as a long-term strategy that allows them to organize and deploy resources to achieve efficiency. External software reuse can thus be seen as an effective organization strategy to improve software project success.
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Introduction

Information systems (IS) drive organizations and play a major role in every area of our lives. Being able to develop new software swiftly in response to new market demands or changed customer preferences, and to keep it up to date in a constantly changing technology environment, is a critical organizational capability that presents a source of competitive advantage for many organizations. One way to deal with such complexity when developing software systems is by taking advantage of reusing existing knowledge. One specific knowledge reuse approach in software development that has gained considerable interest in industry practice is the reuse of software components when developing new products. In this study, we define a software component as units of independent production, acquisition and deployment that provides an interface, which allows its functionalities to be integrated into other software products (Brereton and Budgen 2000).

The IS literature on software reuse has mostly focused on systematic internal reuse, that is, how organizations reuse their own developed assets across different projects (Frakes and Isoda 1994; Sherif et al. 2006). This kind of reuse requires up-front investment, resources, and knowledge to implement a formalized and standardized reuse process, which is expensive and challenging to do, especially for small organizations with few software projects or products that do not have a high degree of similarity (Buxmann et al. 2012). While the term reuse generally refers to the use of already developed software artifacts that were implemented previously within the organization, its original initial definition described software systems composed of already existing software components, without restricting only to components developed within the organizations (see McIlroy 1969). Ravichandran and Rothenberger
(2003) are among the few authors to classify software components by considering their origin (developed in-house vs. purchased from the market). The reuse of external components that have not been developed within the organization has rarely been investigated. While markets for software components have been suggested, at a theoretical and conceptual level, in the literature as a market mechanism to facilitate external software reuse in organizations (Ravichandran and Rothenberger 2003), there has been little empirical evidence that external software reuse could be a viable organizational software development strategy. However, in one recent study, Shang et al. (2012) did find some experimental support for external software reuse approaches. Our paper follows up on this earlier work and offers to the best of our knowledge the first empirical study that investigates actual business practice in applying external software reuse strategies.

An example of the importance of external reuse is observed in the open source community, where reuse also includes the use of existing frameworks, libraries, or code from other projects. This kind of reuse within the open source community has been shown to improve product quality and time-to-market (Sojer and Henkel 2010). In this paper, to distinguish between reuse of artifacts within an organization, which has been the dominant research stream, we refer to the use of external software components as external reuse. With the increasing availability of software artifacts and the success of software ecosystems (which rely on external knowledge), it is crucial to analyze the effect of external software components within software developing organizations. It is important to distinguish that in the case of the ecosystems, the organizations developing external complementary innovation do not necessary buy or sell to other organizations within the ecosystem (Gawer and Cusumano 2014). It must be pointed out that platform providers, assuming that they gain the rights from the complementors, can integrate such external functionality to the core of the platform, adopting an external software reuse strategy. There is only a nascent literature on these external reuse strategies. Stefi and Hess (2015) for example, view external components usage as a make-or-buy decision at a project level.

In this study, we specifically consider organizations that have in-house software development capabilities (make capabilities) and also choose to reuse software components that were developed elsewhere. While the use of external components in software projects has been investigated to some extent in the open source research (Ayala et al. 2009), organizational aspects have rarely been investigated. To address this gap, in this work we focus on the contingency approach and examine contingency factors that contribute to the adoption of external software reuse strategies. Through a contingency lens, we assume that there is no best way to manage an organization, and we investigate the contingency factors that could drive external reuse. Moreover, we analyze how external reuse influences software projects within organizations. Therefore, we examine the following two specific research questions:

1. **To what degree do external reuse strategies improve software project success in organizations with software development capabilities?**

2. **How do organizational characteristics influence the reuse of external software components in organizations with software development capabilities?**

Addressing these questions is important, as it helps to better understand the implementation of software reuse strategies that shape organizations. The reminder of the paper is structured as follows. First, we introduce the theoretical background on software reuse. Second, we derive the hypotheses and in the subsequent section we present the data collection procedure in detail. The following section presents the data analysis. Finally, we conclude by discussing the findings, as well as theoretical and practical implications.

**Theoretical Background**

**Software Reuse**

The idea of software reuse was introduced in 1969 by McIlroy, who envisioned software systems composed of already existing software components, similar to other mature engineering disciplines (McIlroy 1969). The idea of software reuse promises to reduce the time-to-market, to lower the software development costs, and to increase software quality (Frakes and Kang 2005). Research on software reuse has been focusing on the role of systematic software reuse in software development. Behavioral factors such as lack of top management support and misalignment of short-term and long-term goals were found
to be the main barriers of successful adoption of software reuse strategies (Frakes and Isoda 1994). Shang et al. (2012) present an economic market experiment where software developers could trade reusable components, finding that the developers in their lab experiment did not adopt aggressive external reuse strategies, despite possible economic benefits from doing so. In this study we offer a fresh theoretical perspective on organizational adoption of reuse strategies by looking specifically at contingency factors within organizations.

**Contingency Theory**

The underlying assumption about contingency theory (CT) is that there is no one best way to organize a successful organization. It was developed in the 1950s (Burns and Stalker 1961; Woodward 1958) and sought to reflect differences between different organizations. There are number of studies in IS that adopt the contingency approach. Benlian and Hess (2007) adopted the CT to analyze the allocation of media content in publishing companies. Wong et al. (2011) looked at how contingency variables affect information integration in supply chain management. One of the main criticisms of CT is that its concepts are not clearly defined; this is reflected in this research stream. Therefore, the goal of most of the studies is to analyze the relationships among set of variables. Some of the variables found in the MIS research are strategy, structure, size, environment, task and individual characteristics (Weill and Olson 1989). Analogously to the information integration literature (see Wong et al. 2011), we argue that integrating external software functionalities into a product is a strategic action that benefits software projects, since it provides more flexibility. However, organizations should not neglect the role of situational conditions. Situational conditions are produced by an organization’s internal operating or characteristics of the environment. Thus, the contingency approach provides an appropriate lens to analyze external software reuse in different organizations. In this work, we ground the contingency factors on the software reuse literature. Therefore, in addition to organization size and organization age, we also include the following contingency factors. First, we consider the structure of the organization, which can facilitate or hinder the changing IT processes (Baumann 2009). Second, we include the current strategic focus of the company that is its long-term-orientation. We include this variable, because a long-term view would provide the organization and the IT department with more resources. As pointed out in the related work on software reuse, the short-term goals of a project might differ from the organizational goals. We also consider the architecture modularization of the developed software product. Although, architecture modularity is not an organizational factor, we consider it here, since it can reflect the investment of the organization in a well-designed product. Thus, it can be considered as facilitating resources from the organizational perspective.

**Research Model and Hypotheses**

In this section, we will further elaborate our hypotheses and integrate them into our research model.

**Decentralized Organizational Structure**

Organizational context plays an important role in technology assimilation. When acquiring an external software component, the organization should consider the technology adopters’ expertise, which in our particular context are software developers. Different organizations have different ways to achieve this. Burns and Stalker (1961) describe two sides of the organization structure spectrum: the mechanistic and the organic organization. Mechanistic organizations have clearly defined centralized, hierarchical structures and corresponding governance structures in place, while organic organizations are more flexible, decentralized organizations that implement informal controls and encourage open communication. In the case of software development, both developers and management need to combine their expertise in order to make better decisions, because software development requires both technical and business know-how. Therefore, in a centralized organization structure, developers have additional costs since they need to overcome the structural inertia. For instance, even when they are aware of an adequate external solution, individual developers might be reluctant to inform the management in a mechanical organization. In an organic organization, on the other hand, owing to the flat structure and communication style, we would expect a higher level of external software component reuse. Thus, organization structure, which describes “the extent to which organizations are structured in an organic versus mechanistic manner” (Covin and Slevin 1988, p.225) will influence the extent of external reuse.
H₁: A decentralized organization structure is positively associated with the reuse level of external software components within software product development.

Long-term Orientation (LTO)

Time is an important aspect in decision-making. Intertemporal choices are defined as “decisions in which the timing of costs and benefits are spread out over time” (Loewenstein and Thaler 1989, p. 181). From management’s perspective, intertemporal choices consider decisions which require balancing short-term gains versus long-term goals (Laverty 1996). In the innovation literature, the LTO construct is often used to measure the characteristic of an organization that deliberately plans for requirements in the long-term (Herrmann et al. 2007). Thus in this literature stream, researchers acknowledge long-term orientation as an important attribute for the success of innovations (Herrmann et al. 2007). “Strategic decisions with a short-term orientation emphasize efficiency, whereas decisions with a long-term orientation emphasize effectiveness” (Wang and Bansal 2012, p. 1139). In the context of software product development, organizational LTO will result in a lower use of external software components. In the long-term, organization might want to design and develop components themselves as they prefer to be less dependent on other companies and to have more control over future requirements. Thus, organization with a LTO perspective will adopt more in-house development which might require additional technical and business know-how. On the other side organization with lower LTO, will be reusing existing software components in order to meet current time-to-market needs. Companies with a long-term orientation will therefore limit external components reuse. Thus, we hypothesize the following:

H₂: An organization’ long-term orientation is negatively associated with the reuse level of external software components, within software product development.

IT Architecture Modularity

The concept of modularity has attracted the attention of a number of scholars in IS. A complex system “is said to exhibit modularity in design if its parts can be designed independently but will work together to support the whole” (Baldwin and Clark 2006, p. 1117). Similarly, Tiwana (2008) refers to modularity as “the degree of intentional decoupling among constituent subsystems” (Tiwana 2008 p.771). Modularity was also found to lower the need for intensive inter-firm interactions during the development process (Tiwana 2008). Research on IS outsourcing has shown that there is a connection between modularity and the outsourcing of modules, but the direction of this connection is not yet clear (Fixson et al. 2005). In this study, architecture modularity refers to the degree to which the software product being developed could be decoupled. Two distinct features of modularity are loose coupling and standardization (Tiwana and Konsynski 2010). Loose coupling is defined as the design feature of an architecture, which allows the modification of one component without affecting the behaviors of other components within the system (Tiwana and Konsynski 2010). Standardization refers to the “degree to which organization wide standards and policies pre-specify how applications in an organization’s IT portfolio connect and interoperate with each other” (Tiwana and Konsynski 2010 p.3). For example, a standard could be the application programming interfaces (APIs) that describe how software applications could operate with other applications. “Standardization of software development is a complex construct, because a number of its aspects could be specified above the project level” (Nidumolu 1996, p.137). The use of standards can lead to the quick replacement of components, suggesting that the more standards are established within an organization, the easier it is to integrate components from outside. Thus, to achieve a certain degree of modularity, both loose coupling and standardization could be employed. Therefore, we adopt loose coupling and standardization as formative dimensions of modularity. We argue that a high product architecture modularity allows an easier integration of external software components. A modular architecture will also not disrupt the work of modules developed in-house. Therefore, we state the following:

H₃: The level of architecture modularity of the software product developed within the organization is positively associated with the reuse level of external software.
Success of Software Development Projects

The adoption of software reuse is linked to a number of benefits in the literature. These include a faster time-to-market, as developers do not need to reinvent the wheel, but can rely on existing solutions, and also promises to deliver high-quality software. This is even more so in the case of external software reuse, where the software components’ quality is guaranteed by vendors or tested by the open source community or other customers. Additionally, component prices in the market are expected to fall over time, and thus benefit the organizations that adopt such reuse strategies. Thus, external software reuse can improve the flexibility of software development process. Therefore, we can state our hypothesis:

\( H_4 \): The reuse of external software components is positively associated with the success of software projects within the organization.

Research Model

Additionally to the above factors, we also consider organization size and organization age. Both of these organizational attributes are expected to negatively influence the level of external reuse. Big organizations tend to have multiple projects and products and seek to reuse software components that are developed internally. Similarly, older organizations, through experience, will rely more on the internal components implemented over the years. Thus, organizations would first adapt solutions within their organization and would then consider using external software components. Figure 1 below depicts our research model.

Data Collection and Sample

In order to test our hypotheses, we developed an online questionnaire targeting IT managers concerned with software development. At the start of the survey, we provided the definition and some examples of software components. After several pretests with professional experts and researchers, we distributed the survey to a sample of IT managers, which was randomly selected from InfoUSA and Amadeus, firm databases. The sample included only representative of the software industry identified with the Standard Industrial Classification (SIC) code 737 (computer programming, data processing, and other computer related services). After removing incomplete answers, 139 responses were considered for the analysis. About, 83.5% of our respondents were working in a management position, mostly upper management (e.g. the CEO). The sample included 63.3% software vendors, while the rest indicated that were involved in healthcare, manufacturing, finance, consulting, etc. Of the companies, approximately 72.7% had revenues of less two $2 million and 10.8% had revenues between $2 million to 10 million, and 10.1% had revenues between $11 million to $50 million while the rest of the companies had revenues between $51 million to $999 million. About 46% of the companies spend 5% to 20% of their budgets on the procurement of external software components.
## Operationalization of Constructs and Instrument Validation

We operationalized all the measurements using a multi-item, 7-point Likert scale.

<table>
<thead>
<tr>
<th>Constructs / Based on</th>
<th>Questionnaire Items</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Success (SUC)</strong> / Pavlo and El Sawy (2006)</td>
<td>To what extent do you agree or disagree with the following statements.</td>
</tr>
<tr>
<td>SUC01</td>
<td>Our software development projects/products usually finish within budget.</td>
</tr>
<tr>
<td>SUC02</td>
<td>Our software development projects/products usually finish on schedule.</td>
</tr>
<tr>
<td>SUC03</td>
<td>Productivity of our development staff is high compared to other similar organizations in similar environment.</td>
</tr>
<tr>
<td><strong>External Component Reuse (ECR)</strong> / Verwaal et al. (2008)</td>
<td>Please state to what extent do you agree or disagree with the following statements regarding the usage of external software components in your organization. <em>(Please do not count functionalities from libraries that are part of your development language)</em></td>
</tr>
<tr>
<td>ECR01</td>
<td>My organization engages frequently in using external software components.</td>
</tr>
<tr>
<td>ECR02</td>
<td>My organization often uses different external software components.</td>
</tr>
<tr>
<td>ECR03</td>
<td>Top management has a positive attitude towards using external software components.</td>
</tr>
<tr>
<td><strong>Decentralized Organization Structure (OS)</strong> / Covin and Slevin (1988)</td>
<td>The operating philosophy of the top management is:</td>
</tr>
<tr>
<td>OS01</td>
<td>Tight formal control of most operations by means of sophisticated control/Loose, informal control; heavy dependence on informal relations and norm of co-operation for getting work done</td>
</tr>
<tr>
<td>OS02</td>
<td>Strong emphasis on always getting personnel to follow the formally laid down procedures/Strong emphasis on getting things done even if this means disregarding formal procedures</td>
</tr>
<tr>
<td>OS03</td>
<td>A strong emphasis on holding fast to true and tried management principles despite any changes in business conditions/A strong emphasis on adapting freely to changing circumstances without too much concern for past practice</td>
</tr>
<tr>
<td><strong>Long-term Orientation (LTO)</strong> / Herrmann et al. (2007)</td>
<td>Please state, to what extent do you agree or disagree with the following statements.</td>
</tr>
<tr>
<td>LTO01</td>
<td>Quarterly profits are not the primary financial objective.</td>
</tr>
<tr>
<td>LTO02</td>
<td>New software development projects do not always require rapid payback.</td>
</tr>
<tr>
<td>LTO03</td>
<td>A positive margin in the long-term is most important for new software projects.</td>
</tr>
<tr>
<td><strong>Loose Coupling (LC)</strong> / Tiwana and Konsynski (2010)</td>
<td>Please estimate the extent to which the following characteristics describe the architecture of the software developed in your company.</td>
</tr>
<tr>
<td>LC01</td>
<td>Loosely coupled</td>
</tr>
<tr>
<td>LC02</td>
<td>Highly modular</td>
</tr>
<tr>
<td><strong>Standardization (ST)</strong> / Tiwana and Konsynski (2010)</td>
<td>Please estimate the extent to which the following aspects of IT are established in at the enterprise wide level*:</td>
</tr>
<tr>
<td>ST01</td>
<td>IT policies</td>
</tr>
<tr>
<td>ST02</td>
<td>IT architecture</td>
</tr>
</tbody>
</table>

Notes: The scale for the constructs were anchored by 1 = “strongly disagree” to 7 = “strongly agree”
* Scale for this construct was anchored by 1 = “very poorly established” to 7 = “very well established”

**Table 1: Operationalization of Constructs**
Modularization was operationalized as a second order construct, based on two formative dimensions, loose coupling and standardization. Project success was measured by meeting their functionality, cost and time constraints. Before continuing with the empirical analysis, we assessed the reliability and validity of the measurement model. Content validity is assumed as the items for the constructs were used in previous studies (see Table 1) and also through an initial pretest phase. We then validated our reflective measurements following the suggestions in the literature (Chin 1998). First, the items show internal reliability, with all Cronbach’s alpha values greater than 0.7. Further, we checked for composite reliability, and find that all constructs exhibit values greater than 0.7. Additionally, the measurement item loadings on their constructs are greater than the required threshold. The average variance extracted (AVE) values are above the accepted limit of 0.5. Hence, the measurements exhibit convergent validity. The Fornell-Larcker criterion, according to which the AVE of each latent construct should be higher than the construct’s highest squared correlation with any other latent constructs, (Hair et al. 2011), is also satisfied (Table 2).

<table>
<thead>
<tr>
<th></th>
<th>AVE</th>
<th>C.A.</th>
<th>C.R.</th>
<th>OS</th>
<th>LO</th>
<th>ST</th>
<th>LTO</th>
<th>ECR</th>
<th>SUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>OS</td>
<td>0.711</td>
<td>0.813</td>
<td>0.880</td>
<td>0.843*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LC</td>
<td>0.795</td>
<td>0.744</td>
<td>0.886</td>
<td>-0.010</td>
<td>0.892*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ST</td>
<td>0.862</td>
<td>0.840</td>
<td>0.926</td>
<td>-0.231</td>
<td>0.311</td>
<td>0.928*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LTO</td>
<td>0.671</td>
<td>0.773</td>
<td>0.858</td>
<td>0.281</td>
<td>0.140</td>
<td>0.005</td>
<td>0.819*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ECR</td>
<td>0.869</td>
<td>0.925</td>
<td>0.952</td>
<td>0.143</td>
<td>0.327</td>
<td>0.161</td>
<td>0.105</td>
<td>0.932*</td>
<td></td>
</tr>
<tr>
<td>SUC</td>
<td>0.702</td>
<td>0.788</td>
<td>0.876</td>
<td>0.079</td>
<td>0.136</td>
<td>0.113</td>
<td>0.292</td>
<td>0.233</td>
<td>0.838*</td>
</tr>
</tbody>
</table>

C.R.: Composite Reliability; C.A.: Cronbach’s Alpha; AVE: Average Variance Extracted; *: Square root values of the AVE

Table 2: Measurement Model

The second order construct of IT modularity is measured by the first order constructs loose coupling and standardization.

<table>
<thead>
<tr>
<th>Modularity:</th>
<th>Loose Coupling</th>
<th>Standardization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indicators Weights</td>
<td>0.601**</td>
<td>0.633**</td>
</tr>
<tr>
<td>Variance Inflation Factor (VIF)</td>
<td>1.107</td>
<td>1.107</td>
</tr>
</tbody>
</table>

Notes: *p < 0.05; **p < 0.01

Table 3: Formative Measures

These constructs have significant path coefficients (see Table 3). Overall, our measurement model indicates psychometric adequacy for further analysis. We also conducted a post-hoc power analysis to assess the sample size as suggested by Cohen (Cohen 1988). For the power analysis, we used the G*Power 3.1 Software (Faul et al. 2009). The post-hoc power analysis exhibited a power above the cut-off threshold of 0.8 (Cohen 1988) at the 95% confidence interval.

Empirical Analysis

We used structural equation modeling and the software SmartPLS 2.0.M3 (Ringle et al. 2005), to analyze our data. With SmartPLS no further sample distribution assumptions are necessary (Lohmöller 1989). The software was used to calculate path coefficients and to determine the paths’ significance in the model using the bootstrapping function. The results of the analysis are shown in Figure 2. Overall, the structural model explains 21% of the variance of external component reuse and 5.4% of the variance of the software development project success. Different from our prediction in H1, we find that organizational structure does not influence external software components reuse. However, after controlling for the size of the organization, we find that for large organizations, organic structure does positively influence external component reuse, partially supporting H1. Different from what we predicted in H2, LTO is not significant.
in the model, which leads us to reject hypothesis H2. Our results show that modularity is the most significant factor in explaining the use of external components, supporting hypothesis H3. As theoretically predicted, we find that using external component positively influences software projects success, thus providing support for H4. We also controlled for the size and age of the organization, but they were not significant in predicting the level of external component reuse.

Fig. 2: Empirical results for the first model

Conclusions, Discussion and Limitations

In this study, we analyzed the reuse of external software components from a contingency perspective and we argue that every organization needs to choose the best strategy in order to create competitive advantage. Thus, we could provide some explanation for the external software reuse in organizations based on a set of contingency factors. We empirically found that the use of external software components leads to better outcomes for the software development projects.

We find that the structure of the organization plays a role only when it is moderated by the size. Thus, for large organizations, an organic structure would contribute to more external reuse. One could argue that small organizations, despite their fixed structures, tend to be fairly dynamic anyways. Whereas, this finding might seems trivial, it also confirms that structure of the organization and IT should be properly aligned, especially in disruptive settings. Also, we derived this hypothesis from innovation theory that mainly focuses on the perspective of large organizations, which may limit the applicability, as suggested in our data.

We also hypothesized that organizations, which have a LTO would prefer to not be dependent on external component vendors, and thus reuse less. This hypothesis was not supported by our data. However, an alternative explanation for this finding could be that some organizations actually view external reuse as a long-term strategy, because they can organize and deploy resources to achieve efficiency in the long-term. We find that organizations do use external software components in their projects, even after controlling for the age of the organization. Software reuse can thus be seen as an effective, novel organization strategy. In fact this insight is quite interesting for this study and need to be further explored in future research.

As expected, we also found that architecture modularity is the most significant driver when it comes to foster the reuse of software components, especially for small organizations. Thus, the higher the architecture modularity, the easier it is to integrate and exchange not only internal components, but also those procured from the market. This link between external software reuse and architecture modularity had not been empirically investigated. As Tiwana and Konsynski (2010) state, “architectural modularity also enhances IT alignment through mechanisms other than enhancing IT agility. For example, organizations with highly modular architectures might be able to decompose larger projects into incremental subprojects and more readily integrate off-the-shelf applications or modular open source...
software components” (Tiwana and Konsynski 2010, p. 299). The actual expenditures on external software components for the majority of the companies in our sample is about 5% to 20% of the total budget. While this is still a considerable amount, it also means that a large amount of software is still developed in-house. Thus, modularity may increase choice and flexibility more when organizations can consider external versus internal component sources. Moreover, modularity fosters external knowledge integration, which enables organizations to further extend their boundaries.

From the business practice perspective, we recommend that software providers adopt modular software architectures using component-based reuse during their software production process. Therefore, adopting modular architectures can drive the exploitation of external knowledge through component reuse. Furthermore, we suggest that external sourcing is a viable alternative (and complement) to internal component sourcing models. Our study offers evidence that supports Shang et al. (2012) argument that a market-based solution would be the most efficient arrangement for external component sourcing. Additionally, since by adopting external sourcing strategies will further influences the ability of the team to recognize and quickly learn external technologies, it can further foster the performance of software projects. Hence, we argue that the industry should look into creating more efficient software component market places by using online exchange platforms. For large organizations, top management should also consider the structure of the organization, as it might have an effect on software development processes.

This study also has some limitations. First, the data is self-reported. Second, the results of the study are based on a fairly small data set and have not accounted for a specific industry type, which could provide further insights. Additionally, since we use cross sectional data, we can only show associations, not causality. Future research needs to account for the above limitation as well as to consider further contingency variables that could explain external reuse and its effects on software project success within organizations.
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