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Abstract

A wide range of behavior may be seen as destructive to online communities. Yet behavior that is “bad” in one community may be celebrated in another. The work of community maintenance is therefore strongly contextual, involving complex choices due to differing norms, community cross-membership, and the need to invoke fairness. The experienced, “lived in” work of moderators; how they enact norms and make choices about social maintenance, remains poorly understood. Our study addresses this gap, using a negotiated order lens. We employed netnographic techniques, analyzing online interviews with moderators of sub-communities in Reddit, and records of critical incidents. We find that moderators are intuitive prosecutors who draw on a variety of logics to accomplish their work. Controlling bad behavior, articulating and enforcing norms is, therefore, a collective accomplishment through which moderators make choices, create a jurisprudence record, and reconcile nested community norms in the maintenance of social order.
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Introduction

Bad behavior abounds on the Internet: spamming wastes time, trolling can lure people into pointless arguments, and flame wars can polarize communities. Yet rule-breaking behavior in one community may be entirely acceptable in another. While trolling on Wikipedia leads to the spread of misinformation and the disengagement of editors, in the case of the community 4chan, trolling is an accepted part of culture (Bullard & Carter, 2013). The task of policing member behavior typically falls to community moderators. In order to ensure the effective functioning and survival of communities, moderators must sanction inappropriate behavior and police norms in a way that is seen as fair. However, due to the diversity of online community research and the widely varying nature of online communities, the role of moderators in
maintaining community norms is not well understood. In particular, we lack a high-level understanding of the experiences involved in, and decision-making principles underlying their work.

Our exploratory study sought to answer the question, how do individuals in roles responsible for online community maintenance make choices about how to moderate and sanction the behavior of community members? We used a negotiated order lens (Barley & Kunda, 2001; Bechky, 2011) to identify how community norms and principles were interpreted and applied in practice by moderators of different communities in Reddit.

The purpose of this paper is to report on the preliminary findings of our study in progress. In this paper our emphasis is on opening up the black box of moderation work by rendering our informants’ experience transparent and previewing the constitutive elements of our theorizing process, rather than proposing a complete, polished theory about the dynamics of moderation work. Our main contribution with this paper is to reveal the variegated contexts in which moderation work takes place, and to highlight the tensions and dilemmas involved in moderation work. The nature of our contribution lies in reporting rich data that can’t be readily explained by our field’s current arsenal of theories about online communities, and thus we aim to stimulate future theory development about the nature of moderation work (Avison & Malaurent, 2014; Henfridsson, 2014; Markus, 2014). In the sections that follow we firstly review the literature about bad behavior online, its relationship to community norms, and the roles of moderators. We then explain our theoretical lens before describing our research method and outlining our preliminary findings. We end the paper by conjecturing about the possible meanings of our findings for a number of theories about online community maintenance in the digital age.

Theoretical Background

Bad Behavior in Online Communities: What is it and Why Does it Matter?

Since Dibbell (1993) examined cyber rape in the LambdaMOO community, many scholars have focused on understanding, managing, and preventing the phenomena of ‘bad’ online behavior. Flaming, trolling, griefing, cyber bullying, doxing and spamming are typically seen as destructive to a community and its users (e.g., Bergstrom, 2011; Binns, 2012; Campbell et al., 2009; Chesney et al., 2009; Kiesler, Kraut, Resnick, & Kittur, 2012; Lampe, Zube, Lee, Park, & Johnston, 2014). Online communities operate within sets of norms; implicit or explicit rules and guidelines (Kollock, 1994), linked with established and expected behavior patterns (Warren, 2003), but what is unacceptable behavior in one online community may be the norm in another (Binns, 2012; Dibbell, 1993; Kiesler et al., 2012). As a result, entering a new community may lead to norm violation. Anonymous users are more likely to violate norms because they do not face social sanctions (Kiesler et al., 2012). Further, if a user does not identify with a community they will more readily behave in a way that reflects individual attitudes (Goldspink, 2010). However, even community members who understand the norms may not comply with them: they may contest norms or display behavior reflecting their expectations of what they think should be the norms (Kiesler et al., 2012).

While ‘bad’ behavior varies according to context, a common concern is the externalities invoked by reactions to problematic behavior. If users over-contribute it may overload users’ capacity to take in the information. Lampe and Johnston (2005) found that after a critical mass was reached, contributions were discouraged by the rate of contributions from others. Also, if there are many unworthy contributions, it is difficult to gain useful information (Kollock’s, 1994). However, in some circumstances, bad behavior may be beneficial. In the case of constructive deviance (Vadera et al., 2013; Warren, 2003) behavior that departs from local norms may nonetheless benefit the community by aligning it with societal norms.

The Moderator’s Role in Maintaining Community Behavior

Online community users learn how to behave through experience, observation, and feedback (Lampe & Johnston, 2005). The judgments of others are often the best indicator of what messages are worth paying attention to (Lampe & Resnick, 2004). The job of making decisions surrounding the appropriateness of online behavior and how to respond to it typically falls to volunteer community moderators. Moderators (“mods”) perform diverse duties to remove and/or reduce the impact of negative messages, such as screening, labeling, moving or removing inappropriate messages, and downgrading content through techniques such as “disemvoweling”; removing vowels to diminish readability (Kiesler et al., 2012).
Methods that diminish the impact of a speaker rather than silencing them (such as redirecting comments to an off-topic forum) are likely to be met with less resistance (Kiesler et al., 2012). Nonetheless, mods are may throttle or gag users who show signs of creating significant damage.

Moderation work is typically performed within a larger system of complementary systems such as reputation systems, reversion tools, quotas and technical limitations on the creation of new accounts (Kiesler et al., 2012) but is nonetheless time-consuming and at times emotionally exhausting (Butler, Sproull, Kiesler & Kraut, 2002). It is also complex work: for the community’s continuation, it important to invoke a sense of procedural justice, the belief that sanctions are given fairly and consistently (Kiesler et al., 2012) and to balance forms of social control with encouragement activities (Butler et al.; 2002). In large online communities, moderation is a substantial job that may be distributed and layered. For example, Slashdot allows thousands of users to moderate comments¹ while employing meta-moderation; moderating of the fairness and accuracy of this moderation (Lampe & Resnik, 2004; Poor, 2005). It appears that moderators are motivated to do this voluntary social maintenance work for a combination of informational, social, visibility and altruistic benefits (Butler et al., 2002; Bateman, Gray, & Butler, 2011).

It is common to see moderation explained as a sophisticated set of regulation activities, or human system (e.g. Lampe & Resnik, 2004; Kiesler et al., 2012; Poor, 2005). Such accounts of moderation are abstract and procedural rather than experiential in nature. While such studies suggest the complexity of moderation, their purpose is to outline community systems and/or design principles rather than to convey the human nature of moderating work. At present we know more about the ‘what’ of moderation than how the role is performed and lived in. Given that communities face a considerable challenge in getting people to devote the required time, care and attention for maintenance activities (Butler et al., 2002), it is critical to better understand the nature of moderation work.

**Negotiated Order as a Lens for Examining Online Moderation**

Our study of moderation employs the theoretical lens of negotiated order. Negotiated order theory (originating with Maines; 1978, 1982; Strauss, 1963; Strauss, Schatzman, Bucher, Erhlich and Sabshin, 1963; 1978) rejects the view that organizations are inherently stable entities. Instead, it views order as a complex and ongoing social accomplishment that involves continuous negotiation. In contrast to classical organizational theory, which is typically based around abstract structures, research in the negotiated order tradition is concerned with how people live, define, negotiate, and perform, their work in practice (Bechky, 2011; Hallett, Shulman, Fine and Adler, 2009). This body of theory takes the view that people’s response to situations is interwoven with their interpretations of these situations (Bechky, 2011) and that power is not a stably bestowed entity, but is dynamically distributed between stakeholders (Magnusson and Nilsson, 2013). For example, Strauss, Schatzman, Bucher, Erhlich and Sabshin’s (1963) study in a hospital reveals how the hospital rules and structures are “interwoven into the working arrangements of doctors, nurses, and administrators” who alternately draw on and ignore them as they go about their work (Bechky, p. 1160). The recursiveness involved in negotiating social order is strongly emphasized by this theoretical lens: Dokko (2012) describes negotiated order theory as providing “a model of social order that is maintained through a recursive relationship between a structural context, a more proximate negotiation context, social interactions, and interaction outcomes” (Dokko, 2012; p.686). The negotiated order lens also calls for attention to the values and logics of action enacted by role occupants in organizations; for instance, Becker (1973) examined the performances of moral entrepreneurs in creating and enforcing social norms.

The negotiated order lens has previously been used in the IS field; for example, to examine how technology affects work and organizations (e.g., Barley, 2015; Lamb & Kling, 2003; Kling, 1978; Magnusson and Nilsson, 2013). Dokko (2012) has applied negotiated order theory to explain the trajectory of technological evolution through the role of technological communities. We elected to apply the theoretical lens of negotiated order in our analysis of moderation work owing to its focus on context and social interaction. This makes it suitable for examining Reddit moderation work, which is social situated, highly distributed and performed in a voluntary capacity across a considerable variety of online community settings, and how this work is impacted on by the social and contextual demands of online communities, and the technology available.

---

¹ https://slashdot.org/moderation.shtml
Methods

Research Design and Case Selection

Our inductive, theory development approach relies upon a comparative design of maintenance work in online communities hosted on Reddit, a global community platform (Barley & Kunda, 2001; Bechky, 2011; Gioia, Corley, & Hamilton, 2013). As of May 2016 Reddit hosts over 11,000 different communities, called subreddits, each having its own topic and purpose. Moderators, or “mods,” perform the work of maintaining the community, and of particular interest for this study, of defining norms and sanctioning bad behavior. We follow the advice of Barley & Kunda (2001), by adopting a “within-family” design that allows “comparing and contrasting two or more lines of work that bear a strong family resemblance” (p.85). The value in choosing Reddit for such a design is that all communities adhere to a set of global norms (e.g., “reddiquette,” content policy), offer a basic set of affordances to users (e.g., submit posts, upvote content, comment, reputation system), and provide a toolkit to aid moderators in their maintenance work. Yet, the communities also differ in the content they host, the demographics and size of their audience, and the local norms they follow. The interaction of these similarities and differences should provide the background necessary to surface the variants in how moderators control bad behavior.

In accordance with the comparative design chosen, we selected a sample of 21 communities (distinct subreddits) along several theoretical dimensions: We selected communities of varying visibility, as measured by their status as “default subreddit,” which are featured on the home page of Reddit.com. We also selected for variance in size, as measured by subscriber count, and topic and purpose, by seeking communities that curate political, scientific, lifestyle, and entertainment content. Further, we sought variation in the degree and formality of moderation activity displayed by the community, taking into account frequency and amount of moderators’ intervention and the extent to which norms were codified.

In each of the 21 communities identified, a moderator was identified. We purposefully sampled active moderators on a theoretical basis, by aiming for a wide range of background: involvement in more than one community, varying seniority, ranking, and Karma score, a reputation signal. Out of 21 mods invited to participate, 12 began the interview, 2 provided partial answers, and 6 answered all questions. An additional round of at least 20 interviews with moderators is planned to extend and further develop the preliminary findings we present in this paper.

Data Collection

This research has employed two data qualitative collection techniques drawn from netnography (Kozinets, 2015): (a) online interviews with moderators as a primary source of data and (b) online observation and records of critical incidents in the communities they moderated as a secondary source of data.

In order to gain access to the moderators in the Reddit environment (where anonymity is required), certain steps of cultural immersion were undertaken (Kozinets, 2015). To establish proof of his identity as a researcher, the first author set up a university-hosted web page describing the research and containing a photo of him holding a small sign, handwritten, with his Reddit username. He then initially approached moderators over Reddit’s private messaging platform. The first author has been a long time active member of several Reddit communities, and thus was able to adapt his approach to the culture of each community. After rapport was established, participants were given the choice of conducting the interview over a medium of their preference, such as email or videoconference (Skype).

Privacy risk and lack of trust have been significant barriers to gaining access to participants so far. Mods who declined taking part in confidential interviews typically cited privacy concerns as their reason for not participating. Moderators are often part of a wider team of moderators, and the answers they give might result in repercussions if they are identified. Moderators can also be unwilling to divulge into sensitive topics as it reflected on them or a co-moderator negatively. Because the interviews were being conducted over a platform where anonymity is guaranteed by default, providing evidence of our role and intentions was difficult. Even when proof of this was provided, some participants doubted our intentions.

While online interviews do not provide the richness and spontaneity of face-to-face interviews, they still provide a convenient way to access hard-to-reach participants as well as to collect emic data about rationale and meaning of choices (Kazmer & Xie, 2008; Kozinets, 2015). An obvious limit of conducting interviews
online is that some of the participants’ deliberation is hidden from the interviewer, and there is a greater risk of break off from the interview. However, as a pragmatic solution to the anonymity assurances required by moderators of large, visible, and sensitive topic communities, it was assessed that the trade-off was acceptable. Future research efforts will aim at building further trust and rapport within Reddit communities, in order to get access to even richer accounts of moderation work.

The interview protocol was chunked in four sections. Questions focused on surfacing the understandings, experiences and perspectives of mods on four aspects of their work: (a) understanding of the community’s norms, (b) the degree of formalization of the community’s norms and reason for this, (c) how they enforce these norms, and (c) how user behavior that deviates from norms impacts the community. The participants were also asked to explain critical events in their subreddit’s history which were then used as supplementary evidence. They were also encouraged to provide URLs relating to those incidents. All questions were written in an open-ended interview format in order to capture the rich descriptions. The protocol had been piloted with moderators of a small geographic subreddit.

Data Analysis

To prepare for analysis, all interviews transcripts, archival record, and observations were imported into NVivo to create a case database for each community. We adopted Gioia et al.’s (2013) techniques of grounded data analysis: (1) inductively creating first order categories, (2) deductively creating second order themes from the 1st order categories, (3) and then aggregating dimensions from 2nd order themes.

The first order categories were identified without reference to the prior literature, any categories that stood out from the transcripts were created but no statements were coded. A large set of descriptive codes were developed by the first researcher to identify the expressed opinions, values and actions of moderators (this included moderation activities, reported moderation events, reports of user behavior, attitudes, rules, ways of working, use of technology, etc.). These codes were discussed amongst the researchers and a return to data was undertaken to ensure comprehensive coverage, an application of coding to statements, and saturation of descriptive themes. Finally, the transcripts were read through a third time to ensure all the participants answers were coded correctly. A typical outcome of this stage involve the parsing of short “chunks” from interview transcripts into low level codes that attempted as much as possible to keep our informants’ terms and meaning intact. The statement “I guess a direct contrast to us would be our "brother" sub, [subreddit X], which in contrast is quite lax with it’s moderation. We specifically try and distance ourselves from being associated with them because our moderation styles are so different that users from their sub can be unwilling to adjust to how we do it here (or be really belligerent about it)” was coded as contrasting moderation styles from brother subreddits. Some statements were double-coded, because they highlighted variations of the same theme. For instance, the statement “[Subreddit X] run a tight ship with a focus on user comfort (in contrast to say [other subreddit] where the focus is content accuracy/quality)” was coded as user comfort logic and content quality logic.

After reflecting on the earlier literature review and making conclusions about the inductively generated categories from the analysis, themes were deductively generated to make sense of the categories. For instance, the codes user comfort logic and content quality logic were grouped under the 2nd order theme of orientation among control logics. The code contrasting moderation styles from brother subreddits was grouped with other related codes under the theme reconciling nested community norms. The 2nd order themes that have been identified so far include: contribution cost, quality standards, community visibility, topic, orientation among control logics, sense of power, career stages, hiring moderators, labeling bad behavior, articulating norms, and reconciling nested community norms. The third step in our analytical approach was the creation of categories informed by the theoretical lens of negotiated order. At this point, 3 aggregate dimensions were created from the 2nd order themes and interrelated to create a model of how moderators deal with bad behavior: a community’s demand for controlling bad behavior, a moderator’s stance toward controlling bad behavior, and the collective accomplishment of controlling bad behavior. Two of these dimensions are based around the two key negotiating parties - the community, and the moderator, while the third combines codes that illustrate the collective accomplishment of negotiated order.

The themes and dimensions we report in this paper consist of the constitutive elements of our model of moderation work. Future data collection and analysis efforts will likely allow the identification of additional themes and dimensions that serve as the ‘deep structure’ of our nascent theory of moderation work (Gioia et al., 2013, pp.22). Further analysis about the dynamic interrelationships between themes and dimensions
are still required to highlight the ‘deep processes’ of our nascent theory of moderation work. Because data collection is still ongoing for this study (an additional round of 20 interviews is underway), we have not yet engaged independent coders to code portions of the data and compare agreement, although this is a step that will be accomplished once the data collection effort is complete, in order to bolster our confidence in our interpretations.

**Preliminary Findings**

A range of communities has participated in the research project so far, ranging from 1,500-2,000 to 1,000,000 subscribers. The density of norms for both large and small communities ranged from high (extensive norms) to low (few) norms, and community foci ranged from serious discussion of serious topics to light-hearted fun. Table 1 outlines the characteristics of the communities of each moderator interviewed. Details are obscured to protect the privacy: the names of the community, subscriber count, age, topic, and ratio of moderators. The extent to which norms are codified was assessed based on the quantity and nature of codified norms that were listed on the subreddit page. A continuum exists from one extreme to the other where AskQuestions had the most codified norms and Townsville had the fewest.

<table>
<thead>
<tr>
<th>Communities</th>
<th>Size (Subscribers)</th>
<th>Age</th>
<th>Topic</th>
<th>Codified Norms</th>
<th>Subscriber to mod ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Townsville</td>
<td>20,000</td>
<td>&lt; 5 years</td>
<td>Geographic</td>
<td>Almost none</td>
<td>1,500:1</td>
</tr>
<tr>
<td>Funny</td>
<td>500,000</td>
<td>&gt; 5 years</td>
<td>Humor/satire</td>
<td>Almost none</td>
<td>12,000:1</td>
</tr>
<tr>
<td>DiscussIt</td>
<td>50,000</td>
<td>&lt; 2 years</td>
<td>Discussion</td>
<td>A few norms</td>
<td>2,500:1</td>
</tr>
<tr>
<td>Gaming</td>
<td>20,000</td>
<td>&gt; 2 years</td>
<td>Gaming</td>
<td>Medium level</td>
<td>500:1</td>
</tr>
<tr>
<td>Hobby</td>
<td>2,000,000</td>
<td>&gt; 5 years</td>
<td>Special interest</td>
<td>Several</td>
<td>200,000:1</td>
</tr>
<tr>
<td>FunnyPictures</td>
<td>500,000</td>
<td>&gt; 5 years</td>
<td>Humor/satire</td>
<td>Several</td>
<td>25,000:1</td>
</tr>
<tr>
<td>AboutWomen</td>
<td>500,000</td>
<td>&lt; 5 years</td>
<td>Women’s issues</td>
<td>Extensive</td>
<td>5,000:1</td>
</tr>
<tr>
<td>AskQuestions</td>
<td>500,000</td>
<td>&lt; 5 years</td>
<td>Discussion</td>
<td>Extensive</td>
<td>11,000:1</td>
</tr>
</tbody>
</table>

Table 1. Community Profiles

We now present the constitutive elements of a nascent theory of the contingencies involved in accomplishing moderation work. We firstly consider why bad behavior is more or less common in online communities, by examining the demand for moderation work. Part of this demand is contingent on the cost required from members to make a contribution in terms of the quality standard through which contribution is assessed. Another part is contingent on the visibility of a community, and by the potential of a topic for controversy.

A moderator’s stance toward their work will condition their response to bad behavior. Such stance is influenced by the moderator’s ability and discretion to make compromises among logics that prescribe conflicting remedies to bad behavior. The moderator’s sense of power will influence whether they see moderation as a fiduciary duty to the community or as a license to impose one’s will on the community. A moderators’ stance is also conditioned by their career stage; experience and seniority in the community.

In many communities, moderation is a collective accomplishment of working through thorny dilemmas. First, there is the question of who should be a moderator and how should this choice be made; this dilemma becomes increasingly salient as a community grows in size. Then, there is the question of labeling behavior as “good” or “bad,” and whether norms should be articulated. Lastly, moderators have to reconcile nested and imbricated community norms to accomplish their work, because of the porous community boundaries on Reddit and of global norms enacted by Reddit’s administrators.

**Community Demand for Controlling Bad Behavior**

**Contribution Cost and Quality Standards**

The context in which an online community exists in will define its norms, users and dictate how its moderators moderate. Communities which cater towards low-cost content will attract low-effort users whom will be moderated by users in a relatively erroneous manner. On the other end of the spectrum, there

---

2 All communities are identified by pseudonyms.
are online communities which codify how users should behave, contribute and interact with the community, raising the cost of making a contribution and specifying the content of a valuable contribution. Moderators from stricter online communities tend to favor higher quality content and thus, engage in more discussion around the norms they create than moderators from more relaxed online communities. A community with many norms requires a lot more effort on behalf of the moderators to enact the same moderation actions than a similar community with very few norms:

“The rules that we have in place require a focused effort” (AboutWomen Mod.); “We have a higher standard of comment quality. Most subreddits follow, generally, a free-speech type standard, which allows for things like a circlejerk, whereas we want our subreddit to be a carefully curated academic space. [That's a huge] effort [with] over 300,000 people.” (AskQuestions Mod.)

In contrast to the above moderators who have to put a lot of effort into moderation actions, moderators tend to fall back on technical means or on crowd policing to deal with undesirable behavior:

“We do more than most users would think, but we're pretty laissez-faire when it comes to moderating. We leave automod to the heavy lifting.” (Funny Mod); “Usually, I let the community self-moderate... it creates a better atmosphere than a dictator-like approach.” (Townsville Mod)

Community Visibility and Topic

AboutWomen and DiscussIt, the two communities with the most visibility and polarizing topic, are both more susceptible to bad behavior; their moderators are thus more vigilant. The moderators from other communities made no mention to their susceptibility of being at risk. For instance, the AboutWomen moderator listed the common types of bad behavior which derive from the visible and polarizing nature of the community, which makes the community an easy target for collective forms of bad behavior:

“Being a sub that caters to women's opinions opens us up to brigading from the shittier parts of Reddit. In particular, we run into issues with [Male-dominated subreddits] linking to us as smug spectators to our "horrible" opinions. Additionally, some of the "inadequacy" subs will often link when a relevant discussion comes up. What results is a flood of users who display contempt for our rules and opinions.” (AboutWomen Mod.)

Stance toward Controlling Bad Behavior

Orientation among Control Logics

Moderators act as intuitive prosecutors who may draw upon a variety of logics that provide guidance on how to moderate fairly. Some moderators consider that deviants deserve punishment because their focus is on the importance of compliance and adherence to rules while other moderators will consider that deviants can be rehabilitated, by including an understanding of the user's background. For instance, the AboutWomen moderator will consider temporary bans for offenders who she believes can change, and permanent bans for offenders she doesn't believe will change. The DiscussIt moderator will try and appeal to a user's better nature than risk censoring or ban them: “Appealing to people's better nature sometimes works, and banning is used, rarely.”

Behavior which goes against the stance of a moderator with little tolerance is much more likely to receive a heavy-handed response, regardless of whether it is truly damaging. When undeserved bans or removal of content are handed down, they may garner complaints because the sanctioned user (and the community) perceives the mod's actions as unfair. In some situations, a user will receive an instant ban for behavior that warrants no warning elsewhere. This is not a response to community norms but an outcome of the moderator's inclination toward strong deterrence, especially when it is technically easy to enact.

Another logic which needs to be taken into account concerns the interests of the community and the extent to which content originating from the core, rather than the margins of the community is valued. Newcomers to an online community tend to be sanctioned more severely than established insiders. Newcomers who receive undeserved, negative responses from an online community's members will, therefore, be more likely to leave the community. The AboutWomen moderator recognized this tension: "Removing the 'shitty' contrary opinions cultivates, to a certain extent, a sort of hive mind where certain opinions are perceived as acceptable and those outside of that are hesitant to contribute.”
Sense of Power

Moderators are aware that they are bestowed with a significant amount of power over their community. Some consider that they must yield this power wisely, by assuming a fiduciary role and self-imposing limitations on their action. However, others reported being happy to yield this power to shape the community as an extension of their self, in an autocratic and arbitrary way at times.

“They (the users) see us as gods. We comment and distinguish our names [as moderators] and get showered with ass kissing. [...] Sometimes we feel like kicking up some shit, sometimes we’re bored, sometimes it’s funny, sometimes a user actually broke a rule. The mods have the ultimate power to make arbitrary decisions. Most users take bans with pride.” (Funny Mod.)

Career Stages in Online Community Maintenance Work

An online community will perceive a moderator as legitimate if they feel that their position is deserved. If a moderator is appointed without any proper selection criteria or is self-appointed, there may be contention between the moderator and the users. Moderators that are newcomers to their role may have to learn the ropes of the community, and establish their credentials before being able to secure the support of the community for their work. The DiscussIt Mod outlined their experience of gaining credibility: “when I was added as a mod the first time, I was relentlessly downvoted for days because I was not trusted by elements of the community. I have had a varied Reddit experience so that lack of trust was understandable.”

Controlling Bad Behavior as a Collective Accomplishment

Hiring Moderators

Moderators draw (or avoid drawing) a red line between “good” and “bad” behavior, and because this line drawing (or lack thereof) occurs in public, it shapes community norms. As the users in an online community look up to its moderators, they need to represent what an ideal user of the community should be. A moderator who goes against their community’s norms can create turmoil. Moderators from communities that grow or suffer from churn have to collectively promote to moderator positions users who fit their stance toward moderation. As these stances are tacit, promotion potential is assessed based on other, more explicit criteria: familiarity with the community, contributions to the community, social ties with moderators, and prior experience moderating. Because stances may vary among moderators of a community, selecting moderators can become an occasion for coalition building, but may also tip the balance of power toward certain views about the governance and purpose of the community.

Labeling Bad Behavior and Articulating Norms

Moderation is a collective accomplishment in the sense that moderators rely upon a jurisprudence record and a community of peers to help in making their choices:

“In cases when important players start breaking rules we [are] extra careful reviewing what we have done in the past and following it to the letter. [...] we have a mailing list with all the admins that allow us to discuss things and go over what we want to do [about the issue]” (Gaming Mod.)

Conflict occurs among moderators, at times because of irreconcilable stances on what should be labeled as “bad” behavior, and what norms should be articulated. All moderators recalled incidents caused by differing stances amongst moderators. In the DiscussIt community, one moderator viewed censorship as unnecessary unless it breached Reddit’s site-wide rules and another moderator viewed censorship as a necessary evil. The conflict resulted in one moderator resigning in support of the community goals:

“The policy of the sub is not to remove content that breaks the rules of reddit. Bigotry and abuse are implicitly allowed. This is deeply unpleasant, so is used deliberately to sow discord in the subreddit. A troll was pasting anti-Semitic hate speech to the subreddit. One mod removed these comments, I reinstated them. They were removed again, so I simply resigned.” (DiscussIt)

In one community, the conflict escalated to the point where private moderator messages were leaked to the wider community and the moderator involved was removed. Further conflicts arose in the dilemma of whether to remove traces of bad behavior.
Reconciling Nested Community Norms

Because Reddit users flow freely from one community to the next, they may transpose their expectations about what is rightful behavior. What is acceptable to ask or discuss in Funny may be unacceptable in AskQuestions. Newcomers are at particular risk of crossing a red line inadvertently. In these situations, moderators opt for codified norms to dictate behavior. Member fluidity also means that moderators are interlocked in a web of relationships. They may be involved in more than one community at once, as moderators and/or users, making them accountable to audiences who hold conflicting expectations. The AboutWomen Mod described regretting the decision she had made to allow posting of a controversial thread from another subreddit because it had ignited conflict within the team of mods. Those who belonged to two subreddits had felt they were being forced to choose sides. Later there was a lot of back and forth about what they should have been done and should do moving forward.

While a typical online community operates with its own norms and is embedded in societal norms; Reddit communities operate within an additional layer of global norms, codified in its content policy and “reddiquette” (Reddit.com, 2016). Moderators are limited in their ability and capacity to influence the global norms of Reddit, due to a fear of administrators’ reprisal in the form of a community shut down. Yet, when asked about clashes between local and global norms moderators had varying motivations for complying with global norms. Some considered the interests of their local community above all else: “If there was a disagreement with Reddit… held by the entire player base then we would probably move to another platform… in cases of really huge opposition we encourage our players to make their own platforms for discussion if need be.” (Gaming Mod.)

Emerging Contribution & Implications

The key contribution of this emerging research is in providing insights about the situated choices facing mods whose jobs involve maintaining social norms in online communities, and how the enactment of these choices is affected by community demands and the web of relationships in which mods are embedded. By using netnographic techniques, this study complements findings based on experimental, survey, and archival methods about controlling online community behavior (e.g., Kraut & Resnick, 2012). Our findings bring attention to the political and moral struggles that mods face in accomplishing their work, a substantively important yet poorly understood phenomenon. We predict that our findings hold for communities whose purpose is to curate content and where mods are volunteers. Our preliminary findings can be extended by (1) a within-family extension (Barley & Kunda, 2001) to include a broader set of online communities that approximate Reddit’s attributes, and (2) by varying moderation parameters to include paid roles and peer production communities. Data collection currently ongoing will provide a broader scope of comparison through additional rich accounts among a greater diversity of Reddit communities.

Some aspects of moderation work are in need of further attention in our theorizing. While controlling others’ behavior is at the core of moderation work, the mechanisms that allow how the community and platform owners to control their mods’ work are still implicit. While the mods we have interviewed so far feel free to act with impunity (e.g. “The mods have the ultimate power to make arbitrary decisions.” – Funny Mod.), we suspect that normative and peer control mechanisms (Barker, 1993; Michel, 2011) provide checks on mods’ power, but this aspect needs further empirical exploration and theoretical development. Also, given the thorny dilemmas, complex web of relationships, and demands for one’s time mods often face, our emergent findings do not yet show how moderation work is accompanied by emotional and physical strain. Online communities, and peer production more broadly, are sometimes considered as a new form of work organization that corrects the flaws of the bureaucratic model of production (Benkler, 2006). Yet, Chen (2009) and Kreiss et al. (2011) warned that work in peer production communities can be liberating as well as constraining. Given the centrality of mods’ work in the maintenance of online communities, the resolution of this tension is crucial to the sustainability of vibrant online communities. Lastly, future data collection efforts will need to pay close attention to the role of technology in assisting moderation and curation work. As we have found, technology can be used to alleviate some of the strains felt by mods, by providing affordances to automate tasks, detect deviance, and enforce norms. Yet, studies have also shown that delegating moderation to technology can lead to unintended consequences, such as turning away newcomers and stifling innovation (Halfaker et al., 2012; Kiesler et al., 2012). It thus becomes important to understand the norms regulating technology use by moderators are negotiated in situ, as well as how those norms diffuse through socialization and observation among moderators.
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