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Abstract

We empirically evaluate a number of alternative decision rules for real-time routing of a service vehicle. The particular feature of the decision rules is that they aim at more efficient routing of the vehicle by deliberately introducing vehicle idle times. Our goal is to provide both routing information system providers and supply chain operators with criteria for application of these policies in practice. The main characteristic of the class of routing problems considered is that part of the customer requests are uncertain, i.e., that part of the requests are not known in advance, but occur only while the service vehicle already is en route.
In order to derive criteria for successful application of the decision rules in practice, we compare the rules by means of computational experiments with respect to a broad variety of instances of the considered class of routing problems. In particular we derive guidelines by varying service region, time horizon and customer request behavior. Eventually, we assess the rules’ performance by comparing them with ideal a posteriori solutions.
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1 Introduction

Service vehicles play an important role in many supply chains. Last mile deliveries, recycling services and less-than-truckload trucking are only a few examples of supply chain operations that cannot be realized without deliberate use of service vehicles. However, usually careful planning is required in order to ensure that service vehicles are used efficiently. In fact, efficient vehicle routing turns out to be one of the keys to high supply chain performance.

As a consequence of both the need for efficiency and the complexity of vehicle routing problems, companies rely on information systems that process data on vehicles, on infrastructure and on service tasks for providing the decision maker with efficient routing plans.

Although information system support has been crucial already since many decades ago, its significance has increased tremendously over the past few years. Enabling technologies such as mobile communication, the Global Positioning System and big data now allow for the design and use of information systems that support real-time routing of service vehicles. In contrast to more traditional settings where routing plans are made once before a service vehicle leaves its depot, modern supply chains rely on systems that provide real-time information allowing for plan revisions while the vehicle is en route.

The ability to revise routing plans in real-time is of particular importance in the presence of uncertainties. If the information needed for planning the route of a service vehicle is revealed only gradually over time, decision makers need the opportunity to adapt routing plans to the most recent information state. New customer requests, changing traffic conditions and vehicle break-downs are only a few of many examples of why the information state might be changing over time.

In order to enable supply chain managers to make good routing decisions in uncertain environments they must have access to information systems that not only gather information about customers, traffic and vehicles, but that additionally incorporate high-quality decision rules for informing the decision maker about how routing plans should be revised.

In the literature, e.g., in Meisel (2011), such decision rules are referred to as "policies" for solving dynamic vehicle routing problems. As with all dynamic planning problems, many different classes of policies can be considered (Powell, 2011, ch. 6), and the policy that a decision maker should rely on generally depends on the type of routing problem at hand.

Recently, a number of authors (e.g., Branke et al., 2005; Meisel, 2011; Thomas, 2007) proposed idle time policies for dynamic vehicle routing. The key insight at the bottom of this type of policy is that in many real-time vehicle routing problems it is more efficient to let vehicles wait for a certain amount of time at certain locations instead of letting them move on to the next service request as quickly as possible. An idle time policy informs the decision maker based on the current state of information about when and where idle time should be allocated.

Although it has been shown that idle time policies may increase efficiency, and although these policies are usually easily applicable, they have not yet become a standard tool in supply chain information systems. In particular the fact that allocation of idle time may at first glance seem to be counterintuitive, raises the need for reliable criteria for the use of idle time policies.

In this paper we identify such criteria for a particular class of routing problems. We consider a number of different idle time policies and evaluate them empirically for the case of routing a service vehicle with stochastic customer requests. Our analysis includes both relative comparison of the individual policies and comparison with posteriori optimal policies. The model we use for determining posteriori optimal policies is new. In contrast to existing works about idle time policies, we do not aim at showing that idle time policies are beneficial for specific problem instances with carefully selected attribute values. Instead our empirical evaluation identifies attributes of problem instances that serve as criteria for making the decision about which policy to apply. We believe that identification of such criteria is an important contribution to establishing idle time policies in supply chain information systems.

The remainder of the paper is organized as follows. In Section 2 we present an overview of related work on idle time policies for dynamic vehicle routing. A detailed description of the class of dynamic vehicle
routing problems we consider in this work is given in Section 3. Section 4 contains the idle time policies that we include in our analysis and in Section 5 we propose the model used for calculating posteriori optimal solutions. Our empirical evaluation of idle time policies is presented in Section 6. Section 7 concludes the paper.

2 Related Work

The field of dynamic vehicle routing comprises all vehicle routing problems under uncertainty where the routing plans of vehicles are revised at least once while the vehicles already are en route. The research on dynamic vehicle routing is manifold. In the following paragraphs we summarize approaches that take into account idle time policies in the presence of stochastic customer requests. We refer to Pillac et al. (2013) for a general overview of approaches to dynamic vehicle routing.

An early approach featuring the allocation of idle time is due to Gendreau et al. (1999). They consider the problem of routing a fleet of vehicles with stochastic requests and soft time windows. If a vehicle’s current route leads to an early arrival at the next customer location to be visited, the vehicle must wait instead of moving on immediately. Thus the vehicle movement is performed at the latest possible time in order to allow for last minute changes of the planned route. Ichoua et al. (2000) as well as Chen and Xu (2006) extend the approach of Gendreau et al. (1999) but do not propose a different way of allocating idle time. Ichoua et al. (2006) propose an extension including a threshold-based idle time policy. A vehicle that could wait at its current location is allowed to do so if the probability of a new request in the vehicle neighborhood within a certain period of time is greater or equal to a predefined threshold value. In this case idle time is allocated subject to a predefined upper bound and subject to a parameter representing some tolerance to additional lateness.

Larsen et al. (2004) consider dynamic routing of a single vehicle with late requests and soft time windows. The vehicle waits if its route will result in an early arrival at the next customer location. The available waiting time may be spent either at the current location or at one of a number of predefined idle points. First, an idle point is selected according to one of three proposed rules. Then, the decision on whether or not to move to the idle point is based on the probability of receiving at least one new request close to the idle point within the available waiting time. The vehicle moves to the idle point in case this probability exceeds a predefined threshold value. Bent and van Hentenryck (2007) apply idle time policies to a routing problem that is similar to the one considered by Larsen et al. (2004).

Branke et al. (2005) aim at maximizing the probability of being able to serve a single late request that appears at a uniformly distributed random location within a convex service region. The authors prove the problem of finding an optimal idle time policy to be NP-complete, yet derive an optimal policy for a simplified 2-vehicle problem. Moreover, they compare seven different idle time policies empirically.


Idle time allocation has also been considered as an option in the early works on the dynamic traveling repairman problem. The dispatching rules proposed by Bertsimas and van Ryzin (1991) as well as by Papastavrou (1996) frequently send the vehicle to an idle location in the center of the service region. As a consequence, the expected travel time for serving the next request is minimized if customer locations are uniformly distributed in the service region. Similar approaches to extended problem formulations are provided by Bertsimas and van Ryzin (1993) and by Swihart and Papastavrou (1999).

Both Thomas (2007) and Meisel (2011) present empirical comparisons of a variety of idle time policies for routing a service vehicle. Among all works discussed in this section, these two consider routing problems that are most similar to the problem class proposed in Section 3. A single service vehicle is routed in the course of a specific period of time within which new customer requests may occur at any point in time. The decision maker has to decide on which request to accept and which to reject such that the number
of customers served over the entire time horizon is maximized. Both Thomas (2007) and Meisel (2011) show that application of idle time policies can be beneficial. However, both authors (as all authors mentioned above) experiment with selected problem instances featuring certain properties such as specific time horizon lengths. Their empirical results show which of the specific instances idle time policies should be considered for, but they do not identify more general criteria for the application of idle time policies.

3 Problem Formulation

We consider a class of routing problems that have applications in many real-world supply chains. The problems comprise a service vehicle and a set \( \mathcal{I} = \{1, 2, \ldots, N\} \) of geographic locations \( i \) with \( i = 1 \) representing the start depot, \( i = N \) representing the final destination of the vehicle and \( \mathcal{I} \setminus \{1, N\} \) representing customer locations. Travel distances \( d_{ij} \) between any pair \((i, j)\) of locations are assumed to be both known and deterministic. For the sake of simplicity one unit of travel distance is assumed to correspond to one unit of time.

The vehicle is routed over the course of \( T \) time units, starting at location 1 at \( t = 0 \) and having to be at location \( N \) at time \( t \leq T \). The set of customers is divided into two complementary parts \( \mathcal{I}^a \) and \( \mathcal{I}^d \). \( \mathcal{I}^a \) represents customers that have requested for service in advance, i.e., before \( t = 0 \), and that must be visited once before time \( t = T \). In contrast \( \mathcal{I}^d \) represents dynamic customers, each of which may issue at most one service request within the given time horizon. Due to the limited amount of time available, it may happen that a service request of a dynamic customer has to be rejected. However, once a dynamic service request is not rejected but confirmed, the issuing customer must be visited before \( t = T \). The overall goal of the decision maker is to serve as many service requests as possible within the given time horizon.

With these definitions, the routing problem may be specified as a Markovian dynamic decision process.

3.1 Information State

At each point in time \( t \) the information to be taken into account for making plan revisions comprises both, the current state of the vehicle and the current request state of each customer. We define the request state \( r_{ti} \) of customer \( i \) at time \( t \) as

- \( r_{ti} = 0 \) if \( i \) has not requested for service yet
- \( r_{ti} = 1 \) if \( i \) has issued a request but has not been confirmed or rejected yet
- \( r_{ti} = 2 \) if the request of \( i \) has been confirmed
- \( r_{ti} = 3 \) if the request of \( i \) has been either rejected or served.

At time \( t = 0 \), \( \forall i \in \mathcal{I}^a : r_{ti} = 2 \) and \( \forall i \in \mathcal{I}^d : r_{ti} = 0 \). Moreover, the vehicle state at \( t \) is characterized by the vehicle’s current destination \( m_t \in \{1, 2, \ldots, N\} \) and the remaining time \( \delta_t \) that the vehicle still needs for arriving at \( m_t \), if the vehicle visits customer \( i \) at time \( t \), we let \( m_t = i \) and \( \delta_t = 0 \).

Provided that we always process confirmed service requests in the order given by the shortest route comprising all customers with \( r_{ti} = 2 \) as well as \( m_t \) and \( N \), the overall state \( S_t \) of the system at time \( t \) is defined as \( S_t = (r_{t2}, r_{t3}, \ldots, r_{tN-1}, m_t, \delta_t) \).

3.2 Plan Revisions

Making a plan revision at a point in time \( t \) may imply resetting the vehicle destination as well as confirming and rejecting new customer requests. Note that in practice rejection of a request typically implies postponement of that request to the next day or to the next work shift. In case of a service provider operating a fleet of vehicles a rejected request may alternatively be shifted to another vehicle. For the driver’s sake revisions of the vehicle’s current destination only take place at times when the vehicle has reached a customer location.
Let $\mathcal{R}_t = \{i \in \mathcal{I} | r_i = 1\}$ and $\mathcal{C}_t = \{i \in \mathcal{I} | r_i = 2\}$. Then we refer to $\mathcal{A}_t = \mathcal{R}_t \cup \mathcal{C}_t$ as the set of active customers. A plan revision $x_t$ at time $t$ may consist of both confirmation (respectively rejection) decisions $x^c_t = (x^c_{ij})_{i \in \mathcal{A}_t}$ and of a vehicle movement decision $x^m_t$, i.e., $x_t = (x^c_t, x^m_t)$. Such a revision is made whenever the vehicle arrives at its current destination, i.e., whenever $\delta_t = 0$, as well as whenever one or more new customer requests occur.

Let $x^p_{ij} \in \{0, 1\}$ represent the binary decision on whether or not the current routing plan includes travelling from location $i$ to location $j$. Then the set of feasible plan revisions at time $t$ is defined by the following equations:

\[
\begin{align*}
\sum_{(i,j) \in \phi^+(i)} x^c_{ij} & = 1 \quad \forall i \in \mathcal{C}_t \cup \{m_t, N\}, \\
\sum_{(i,j) \in \phi^-(i)} x^c_{ij} & = x^c_i \quad \forall i \in \mathcal{A}_t \cup \{m_t\}, \\
\sum_{(i,j) \in \phi^-(i)} x^c_{ij} + \sum_{i \in \mathcal{A}_t \cup \{m_t\}, j \in \mathcal{I}} d_{ij} x^p_{ij} & \leq T - t - \delta_t, \\
\sum_{(i,j) \in \phi^-(i)} x^c_{ij} & \leq |\mathcal{I}| - 1 \quad \forall \mathcal{I} \subseteq \mathcal{A}_t \cup \{m_t, N\}, \\
x^p_{ij}, y_i \in \{0, 1\} & \quad \forall i, j \in \mathcal{A}_t \cup \{m_t, N\}.
\end{align*}
\]

Equation 1a ensures that each location that has previously been part of the routing plan and that has not been visited yet is included in the routing plan at time $t$. Equation 1b ensures that the vehicle leaves each location $i$ (except the final destination $N$) that is part of the routing plan once via an edge that is part of the set $\phi^+(i)$ of all edges with origin $i$. Respectively, Equation 1c ensures that the vehicle arrives at each location $i$ (except the current destination $m_t$) that is part of the routing plan once via an edge that is part of the set $\phi^-(i)$ of all edges with destination $i$. Equation 1d makes sure that the routing plan is feasible with respect to the time remaining, and Equation 1e represents the well know subtour elimination constraints with $\phi(\mathcal{I})$ denoting the set of edges connecting any pair of locations that is part of $\mathcal{I}$.

### 3.3 State Transition and Objective

A transition from an arbitrary state $S_t$ to a successor state $S_{t+1}$ is fully determined by both decision $x_t$ and the customer behavior in terms of newly occuring requests. As any request is perceived as a random influence occuring independently of $x_t$, each state transition can be split into two parts. The impact of decision $x_t$ is known instantaneously at $t$, whereas the full impact of the random influence can only be observed at the next decision time $t+1$.

Obviously decision $x_t$ has no influence on $\delta_t$, but it effects a transition from state $S_t$ to post-decision state $S'_t = (r^s_{t2}, r^s_{t3}, \ldots, r^s_{t,N-1}, m^s_t, \delta^s_t)$, where $\delta^s_t = \delta_t$, as follows:

\[
r^s_{ti} = \begin{cases} 
2 & \text{if } r_{ti} = 1 \land x^c_{ti} = 1 \\
3 & \text{if } (r_{ti} = 1 \land x^c_{ti} = 0) \lor x^m_{ti} = i \\
r_{ti} & \text{otherwise.}
\end{cases}
\]

\[
m^s_t = \begin{cases} 
m_t & \text{if } \delta_t > 0 \\
i & \text{if } \delta_t = 0 \land x^p_{mi} = 1.
\end{cases}
\]
Moreover, representing a request of customer $i$ in period $t$ as a random variable $W_{ti} \in \{0, 1\}$ allows for formulation of a transition from $S_t^i$ to $S_{t+1}$ as

$$r_{t+1} = \begin{cases} 1 & \text{if } r_{ti}^i = 0 \land W_{t+1} = 1 \\ r_{ti}^i & \text{otherwise}, \end{cases}$$

(4)

and $m_{t+1} = m_t^i$ as well as $\delta_{t+1} = \delta_t^i - 1$.

Given a particular policy $X^\pi(S_t) = (x_t^c, x_t^m)$ the number of confirmed requests at time $t$ is denoted as

$$C_t(X^\pi(S_t)) = \sum_{i \in R_t} x_{ti}^c.$$ 

(5)

Consequently the expected number of confirmations resulting from application of policy $X^\pi(S_t)$ may be defined as

$$C^\pi = \mathbb{E} \sum_{t \in T} C_t(X^\pi(S_t)).$$

(6)

Most supply chain managers would of course prefer a policy $X^\pi(S_t)$ that maximizes the expected number of confirmations. However, finding a good, not even optimal, policy usually is extremely hard. (For a thorough discussion of the computational challenges involved in finding a good policy, we refer to Meisel (2011)). As a consequence, most information systems supporting vehicle routing only include basic policies. Idle time policies are a straightforward, yet powerful extension of basic policies. The following Section 4 derives a number of idle time policies from a given basic policy.

## 4 Idle Time Policies

In Section 4.1 we specify a basic policy that serves as a starting point for deriving a number of idle time policies in Section 4.2.

### 4.1 Basic Policy

The basic policy pursues the principle of confirming as many new customer requests as possible at each single point in time. Additionally the policy aims at moving on to the next customer location as quickly as possible. In case of no more customer requests to be served, the vehicle moves on to the final destination, where it arrives at a point in time $t \leq T$. At a given state $S_t$ decision $X^\pi(S_t) = (x_t^c, x_t^m)$ is derived according to the following two steps:

1. **Confirmation decisions:** In order to maximize the number of confirmations at time $t$, we solve an optimization problem with objective $\max C_t(X^\pi(S_t))$ subject to constraints 1a - 1f.

2. **Movement decision:** If the vehicle currently is on its way to the next location $m_t$, i.e., if $\delta_t > 0$, we make movement decision $x_t^m = m_t$. If the vehicle is located at a customer at time $t$ and if there is at least one customer $i$ with $r_{ti}^i = 2$, we solve an open Traveling Salesman Problem (TSP) with start location $m_t$, end location $N$ and all customers with $r_{ti}^i = 2$. The vehicle then moves on to the next customer location according to the resulting routing plan. Note that the solution of the Traveling Salesman Problem now defines decision $x_{m_t}^{\pi}$ in Equation 3. If no more confirmed customers are present at time $t$, the vehicle moves on to the final destination, i.e., $x_t^m = N$

The basic policy implies that the service vehicle may return to the final destination before the end of the driver’s working shift. Considering extreme cases helps unveiling the fact that the basic policy will therefore not be considered in practice. For example, if not a single customer has requested for service at $t = 0$, following the basic policy means moving from start location to final destination immediately. This example shows that allocating idle time in order to make vehicles wait for additional request should
generally be an option. The following Section 4.2 derives a number of policies that take this option into account.

### 4.2 Advanced Policies

We consider three alternative idle time policies that have been proposed in the literature (see e.g., Meisel, 2011). Each of the policies makes confirmation decisions in the same way as described with the basic policy in Section 4.1. The policies differ from each other merely with respect to how decisions about movement of the service vehicle are made. At a state \( S_t \) each of the policies explicitly takes into account the available idle time \( \tau_t \) resulting from the length of the currently planned route and from the time still needed for arriving at \( m_t \). Let \( x^0_t \) represent the currently planned route at time \( t \) and let \( l(x^0_t) \) denote the length of \( x^0_t \). Then the available idle time at \( t \) results as:

\[
\tau_t = T - t - l(x^0_t) - \delta_t
\]

The three policies "Wait First", "Drive First" and "Distributed Wait" actively take into account \( \tau_t \) for moving the vehicle as follows:

- **Wait First (WF):** The idea behind WF is to allocate as much idle time as possible at the vehicle’s current location. Note that the routing behavior resulting from this approach strongly depends on whether or not an open TSP is solved in order to determine \( x^0_t \). Using TSP solutions as routing plans implies that the vehicle is going to wait for as long as possible at the start location \( i = 1 \) while confirming newly occurring customer requests. As more requests are being confirmed and as time passes by the available idle time gets smaller. Only as soon as \( \tau_t = 0 \) the vehicle leaves the start location and visits one customer location after the other without more idle time being allocated and without new requests being accepted. In contrast to the basic policy, WF has the option of making movement decision \( x_m^t = m_t \) even in case of \( \delta_t = 0 \). As decisions are made at each point in time, we assume that one decision may allocates only one full time period as idle time.

- **Drive First (DF):** The idea behind DF is exactly opposite to the idea behind WF. DF may only allocate idle time if the vehicle currently is located at the last customer location in \( x^0_t \), i.e., it allocates as much idle time as possible to the customer location that is the one to be visited right before moving on to the final destination \( i = N \). As a consequence the vehicle only waits if it has reached this location and if \( \tau_t > 0 \). The waiting process stops as soon as a new customer request occurs and gets confirmed or as soon as \( \tau_t = 0 \). Note that the last customer location to be visited right before moving on to the final destination may change as new customer requests occur in the course of time.

- **Distributed Wait (DW):** The DW policy aims at distributing idle time as equally as possible among the current location of the vehicle and the customer locations that still need to be visited. As with WF and DF no idle time is allocated only if \( \tau_t = 0 \). In case of the vehicle currently being located at a customer location or at the start location, one unit of idle time is allocated at this current location if both idle time is available, i.e., \( \tau_t > 0 \) and the vehicle has so far waited less than \( \left\lceil \frac{\tau_t}{|C_t|+1} \right\rceil \) units of time at the current location, where \( |C_t| + 1 \) is the number of locations that the current route \( x^0_t \) contains if the final destination is ignored.

Note that among these three policies DF appears as the most natural extension of the basic policy of Section 4.1. As, with DF, idle time is allocated only if all customers that have been confirmed for service so far have been served already, decision makers do not have to worry about possibly having to reject a late requesting customer due to having spent too much idle time at an earlier point in time. Moreover, given that the final destination of a vehicle is usually a depot, a transportation hub or a warehouse, each of which is typically located rather far away from potential customer locations, it may be concluded that the DF policy will always be at least as good as the basic policy. Nevertheless, Section 6 shows that DF is
the best choice for only a subset of the possible application scenarios.

5 Posteriori Evaluation Approach

The class of problems described in Section 3 falls under the broad umbrella of dynamic vehicle routing problems. Due to the uncertainty about customer requests we aim at policies that maximize only the expected number of confirmed requests over the considered time period (cf. equation 6).

At the end of such a time period, however, we are able to determine what the ideal solution would have been, if we had known in advance the points in time at which the dynamic customer requests occurred. In Section 6.2 we compare ideal a posteriori solutions to solutions resulting from application of the policies introduced in Section 4. The remainder of the present section describes the problem to be solved in order to determine the quality of ideal a posteriori solutions.

From an a posteriori point of view the points in time at which customer requests occur are known deterministically. Let \( \mathcal{R} = \bigcup_i \mathcal{R}_i \) represent the set of customers that have issued a service request during the considered time horizon, and let \( t'_i \) represent the point in time at which customer \( i \) has issued his request. Moreover, let \( \mathcal{E} \) represent the set of road links \((i, j)\) connecting any two locations \(i\) and \(j\) of set \( \mathcal{R} \cup \mathcal{G}_0 \cup \{1, N\} \). The problem to be solved for determination of the ideal posteriori solution may then be defined by the following Equations 7a-7i:

\[
\begin{align*}
\text{max } & \sum_{i \in \mathcal{R}} x_i^c \\
\text{s.t.} & \quad \sum_{(i, j) \in \mathcal{E}^{+}(i)} x_{ij}^c = 1 \quad \forall i \in \mathcal{G}_0 \cup \{1, N\}, \\
& \quad \sum_{(i, j) \in \mathcal{E}^{-}(i)} x_{ij}^c = x_i^f \quad \forall i \in \mathcal{R} \cup \mathcal{G}_0 \cup \{1, N\}, \\
& \quad \sum_{(k, i) \in \mathcal{E}^{-}(i)} x_{ki}^p = x_i^f \quad \forall i \in \mathcal{R} \cup \mathcal{G}_0 \cup \{1, N\}, \\
& \quad \sum_{(i, j) \in \mathcal{E}^{+}(i)} y_{ki} + \sum_{(k, j) \in \mathcal{E}^{-}(i)} d_{kj} x_{kj}^p \leq \sum_{(i, j) \in \mathcal{E}^{+}(i)} y_{ij} \quad \forall i \in \mathcal{R} \cup \mathcal{G}_0 \cup \{N\}, \\
& \quad \sum_{(i, j) \in \mathcal{E}^{+}(i)} t_i' x_{ij}^c + \sum_{(k, j) \in \mathcal{E}^{-}(i)} d_{kj} x_{kj}^p \leq \sum_{(i, j) \in \mathcal{E}^{+}(i)} y_{ij} \quad \forall i \in \mathcal{R} \cup \mathcal{G}_0 \cup \{1, N\}, \\
& \quad T x_{ij}^c \geq y_{ij} \quad \forall (i, j) \in \mathcal{E}, \\
& \quad y_{ij} \in \mathbb{N}_0 \quad \forall (i, j) \in \mathcal{E}, \\
& \quad x_{ij}^c, x_i^f \in \{0, 1\} \quad \forall (i, j) \in \mathcal{E}, \forall i \in \mathcal{R} \cup \mathcal{G}_0 \cup \{1, N\}.
\end{align*}
\]

We aim at maximizing the number of confirmed customer requests over the entire time horizon \((7a)\) while visiting start location, final destination as well as each of the advance customers that are already confirmed at \( t = 0 \) \((7b)\). Confirmation decisions \( x_i^c \) and routing decisions \( x_{ij}^p \) are defined corresponding to their time-dependent counterparts in Section 3.2. Equations 7c and 7d make sure that start and final destination as well as each customer location with a confirmed request is both approached and left exactly once. Each of the variables \( y_{ij} \) is equal to zero if link \((i, j)\) is not part of the solution, i.e., \( y_{ij} = 0 \) if \( x_{ij}^p = 0 \). In case of \( x_{ij}^p = 1 \), variable \( y_{ij} \) represents the point in time at which the vehicle arrives at location \( i \). Equation 7e makes sure that the vehicle never arrives at location \( i \) before it’s predecessor \( k \) (according to the route) has been visited and the distance \( d_{ki} \) has been travelled. As a consequence we have \( y_{ki} \leq y_{ij} \) with \( j \) representing the successor of \( i \). Additionally, Equation 7f makes sure that the vehicle is never allowed to leave the preceding location \( k \) for moving on to \( i \) before \( i \) has actually issued a service request. By requiring \( T x_{ij}^c \geq y_{ij} \) \((7g)\) the model is guaranteed to arrive at the final destination by time \( t = T \) with all confirmed requests being served.
The given model may be classified as representing a deterministic travelling salesman problem with time windows and selective service. TSPs with selective service are sometimes also referred to as "Orienteering Problems" in the literature (e.g., Kantor and Rosenwein, 1992). Note that the above model differs from more traditional models for the orienteering problems in terms of the claim made by Equation 7f. The above model represents a novel approach to orienteering problems that has, however, been inspired by Eijl’s model for the "Delivery Man Problem with Time Windows" (Eijl, 1995).

Solving the model with a given set $R$ of requesting customers and with their request times $t_i$, unveils what the ideal decisions for the corresponding time period would have been as well as how many confirmations of dynamic requests one could have made at most. We will use these figures in Section 6.2 for comparing the idle time policies proposed in Section 4 with posteriori optimal solutions.

6 Empirical Evaluation

We carried out a large number of computational experiments in order to systematically evaluate the performance of the policies proposed in Section 4.2, and in order to be able to derive sound criteria for applying these policies within routing information systems. The experiments included systematic variation of all relevant problem characteristics. In particular we varied the following characteristics:

- **service region**: A number of different service regions were considered, each of which we derived from well-known standard vehicle routing problem instances (Solomon, 1987; TSPLIB, 2014). The regions differ with respect to the geographical arrangement of a total of 50 customer locations. Both the case of customer locations being evenly distributed over the service region and the case of customer locations being grouped into several clusters within the region was considered. Additionally we considered intermediate cases between the two.

- **time horizon**: As a consequence of the number of customer locations being fixed at 50, we varied the number $T$ of time units available for each service region between a minimum value (hardly allowing for confirmations, even if $|R| = 1$) and a maximum value (hardly requiring rejections even if $|R| = |I^d|$).

- **advance customers**: For each choice of service region and time horizon we did experiments with a variety of ratios $|I^a|/|R|$ of advance customers as they typically occur in practice. The customer locations representing the advance customers were selected randomly for each experiment.

- **dynamic customers**: For each experiment the ratio of dynamic customers is $1 - |I^d|/|R|$. Each dynamic customer is assumed to issue at most one single service request within the given time horizon. The points in time at which requests occur are determined by the interarrival times of a Poisson process. The actual customer requesting for service at request time $t$ is selected randomly from the set of the dynamic customers that have not yet issued a service request.

With each problem instance, consisting of service region, time horizon, a ratio of advance customers as well as a Poisson process determining arrival times of dynamic service requests, we considered a total of 250 different sample realizations. Note that a sample realization determines (1) the selection of advance customers, (2) the points in time of service requests and (3) the selection of dynamic requests. For comparison we averaged the performance of each of WF, DF and DW over the 250 sample realizations. For maximizing the number of confirmations and for solving open TSPs, we used a standard solver relying on branch-and-cut methods.

The idle time policies have been evaluated in two respects. Section 6.1 shows the key results of comparing the policies with each other. In particular 6.1 unveils the criteria for application of idle time policies in routing information systems. Section 6.2 evaluates the idle time policies with respect to ideal a posteriori solutions.
6.1 Relative Evaluation

The computational results indicate consistently that the geographical arrangement of customer locations within the service region is - independently of other problem characteristics - a key criterion for selection of the right idle time policy. Two example service regions are illustrated in Figure 1. The region shown in the left hand side subfigure of Figure 1 represents an extreme case of a geographical arrangement in the sense that customer locations are spread roughly evenly over the entire region. In contrast, the right hand side subfigure shows a service region consisting of five clusters of customer locations, with quite small intra-cluster distances between locations and relatively long inter-cluster distances. Note that service regions with clusters are quite common in real-world applications where customer locations may occur in a number of neighboring towns or in different districts of a city.
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Figure 1. Two example service regions "even" and "clusters" featuring a total of $|J| = 50$ customer locations each. Starting locations and final destinations are represented as squares.

The results of our experiments with a variety of service regions featuring different geographical arrangements clearly showed that DF outperforms both WF and DW in the absence of clear-cut customer clusters. Figure 2 provides an example comparison of the policies’ performances with the two regions of Figure 1.
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Figure 2. Average numbers of visited customers at different fractions $\frac{t}{T}$. Averages are shown for the idle time policies of Section 4.2 and for each of the two service regions of Figure 1.
Both of the two subfigures of Figure 2 display average numbers of visited customer locations over 250 sample realizations at different fractions $\frac{\tau}{T}$ of the entire time horizon being available for serving dynamic requests. Ratios of advance customers and of dynamic customers are equal for each sample realization.

The figure shows that, independent of the service region, each of the policies allows for more customer locations to be confirmed and visited as $\frac{\tau}{T}$ increases. For both service regions, WF performs significantly worse than DF and DW. In case of roughly even distribution of locations, DF performs better than DW no matter what $\frac{\tau}{T}$ is. In contrast, the performance of DW is greater or equal to the performance of DF if the service vehicle is routed in the service region with clusters.

The fact that for each service region the performances of DF and DW become similar as time for serving dynamic customers decreases, clearly is a result of DW and DF turning into very similar policies if $\tau_0$ approaches 0. With evenly distributed locations, the advantage of DF over DW grows as $\frac{\tau}{T}$ increases, which indicates that DF is able to use the additional time efficiently, i.e., to use the additional time for visiting a relatively large number of late requesting dynamic customers that are close-by the planned route. However, the advantage of DF vanishes in the presence of clusters. As shown in the right hand side subfigure of Figure 2, DF performs significantly worse than DW for $0.25 \leq \frac{\tau}{T} \leq 0.45$. Here DF suffers from the fact that it tends to move the vehicle quite rapidly into the next cluster of locations without having enough time for returning into previously visited clusters that might have new dynamic requests at a later point in time. In contrast, DW spends more time in earlier clusters and therefore tends to minimize the number of times it needs to return into previously visited clusters. As $\frac{\tau}{T}$ increases above 0.45 the (dis-)advantages of DW and DF seem to balance each other resulting into almost equal behavior of the two policies.

Figure 3 illustrates the advantage of DW in the clustered service region more clearly by displaying the performances of the three policies with respect to four alternative customer request behaviors.
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**Figure 3.** Average numbers of visited customers at different fractions $\frac{\tau}{T}$ with four different customer request behaviors in the clustered service region.
The underlying problem instances differ from the ones of Figure 2 merely in terms of the points in time at which the dynamic customers issue their requests. We modified the instances by dividing time horizons into three intervals of equal size and by assigning customer request times to these intervals such that request peaks are simulated. The left top subfigure works with sample realizations where most of the requests occur in the first third of the time horizon, the right top subfigure has most requests in the second third of the horizon and the left bottom subfigure has most requests in the last third. The right bottom subfigure corresponds to the right hand side of Figure 2 and has an equal distribution of requests over the entire time horizon. Figure 3 illustrates that the advantage of DW over DF is the more significant the earlier most of the dynamic requests occur.

All insights illustrated up to this point have been independent of the ratio of advance requests. However, Figure 4 shows that the ratio of advance requests has a noticeable influence on the performance of the DF policy. The two subfigures of Figure 4 display results for problem instances that differ from the ones of Figure 2 merely in terms of the ratio of advance requests. Figure 2 is based on an advance request ratio of 0.1 which leads to a monotonically increasing average number of visited locations as the available time increases. In contrast, Figure 4 shows that increasing the advance request ratio leads to non-monotonic behavior of DF, i.e., in case of DF and a high ratio of advance customers, having more time available for visiting dynamic customers may lead to less dynamic customers being visited.

### 6.2 Posteriori Evaluation

The empirical results shown in Section 6.1 illustrate the main insights we gained from the large number of computational experiments we carried out for comparing the different idle time policies with each other. In order to be able to fully assess the value of these policies we additionally compared their performances with the qualities of the corresponding ideal a posteriori solutions. The ideal posteriori solutions have been determined by solving the model proposed in Section 5 with a standard solver relying on branch-and-cut methods.

As with the previous experiments, each of WF, DF and DW as well as the a posteriori model has been applied to a variety of problem instances featuring different service regions and different customer ratios. For each problem instance all four approaches were compared by averaging over 50 sample realizations at different ratios $\tau_T$.

As a main result we found that the quality of the best idle time policy tends to deviates from the a posteriori
ideal solution to a larger extent, the higher the ratio $\frac{\tau}{T}$ is, i.e., the more time available for serving dynamic requests, the less efficient the idle time policy are. Depending on problem instance and time available, the average number of customers visited by the best idle time policy was at least between ten and twenty percent lower than the average number of customers visited by the ideal solution, respectively. A representative set of results for a given problem instance with clustered customer locations and an advance customer ratio of 0.2 is displayed in Figure 5.

7 Conclusion

We empirically evaluated three alternative idle time policies (Wait First, Drive First, Distributed Wait) for real-time routing of a service vehicle. Our goal has been to provide both routing information system providers and supply chain operators with criteria for the use of idle time policies. The main characteristic of the class of routing problems considered is that part of the customer requests are uncertain, i.e., that part of the requests are not known in advance, but occur only while the service vehicle already is en-route. Both a dynamic model and a model allowing for determination of ideal a posteriori solutions to the routing problem were proposed and applied for the purpose of evaluating idle time policies. We carried out experiments with a variety of problem instances that differ in terms of service region, length of time horizon, ratio of advance requests as well as request behavior of dynamic customers. The empirical results led to a number of conclusions that may serve as criteria for the use of idle time policies for the considered problem class: In particular, we have shown that the Wait First policy is always outperformed by the other policies. Moreover, the Drive First policy turned out to be more efficient than the other policies if no clear-cut clusters can be identified in the service region. However, in the presence of clusters the Distributed Wait policy is more efficient, especially in case of many early dynamic requests. Drive First shows significant disadvantages with clustered customer locations, in case of a high ratio of advance requests. Comparison with the quality of a posteriori solutions showed that following the best idle time policy leads to between ten and twenty percent less visited customers than theoretically possible. Many avenues for future work exist. More sophisticated idle time policies may lead to better results and in order to better match the situation of many real-world supply chains the present study could be extended by considering the value of idle time policies in the presence of additional sources of uncertainty such as random travel times.
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