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Abstract
When making judgements or predictions, humans are generally subject to various cognitive biases. One such cognitive bias is the so-called 'linear' bias. It is an effect that causes humans to severely underestimate their forecast of an exponential data series. The main aim of this study is to investigate if the use of a decision support system (DSS) can assist in overcoming the effect of the linear bias.

A laboratory experiment was conducted where the participants were asked to make a prediction based on an exponential data series. The quality of their predictions were then determined by comparing their prediction to the 'actual' solution. The results indicate that the use of a DSS can help the decision makers to overcome, at least in part, the effect of linear bias.

1. Introduction
Many of the problems that decision makers encounter involve making judgements and decisions under uncertainty in which the derivation of a final judgement often requires the processing of a combination of different information sources (Hogarth, 1987). Such processing is often based on a limited number of simplifying decision strategies called heuristics. In certain circumstances, these heuristics can lead to severe misjudgements. Judgement errors that result from the inappropriate application of these heuristics are usually called cognitive biases (Yates 1990, Dawes 1988, Hogarth 1987, Kahneman and Tversky 1973). One cognitive bias, the linear bias, is an effect that causes human decision makers to under-estimate forecasts of exponential data series (Bar-Hillel 1973, Cohen, Chesnick and Haran 1972, Wagenaar and Sagaria 1975, Wagenaar and Timmers 1977, Wagenaar and Timmers 1978, Wagenaar and Timmers 1979). This is an important bias for managers as they often make forecasts of variables that are growing at an exponential rate. It has been suggested that the use of a decision support system (DSS), if designed appropriately, can help to negate the effect of the linear bias (Jacobs and Keim 1988, Kydd 1989, Mason and Moskowitz 1972, Remus and Kotteman 1986, Sage 1981, Silver 1991 and Wright 1983). However, this proposition has not been empirically tested.

This paper describes an experimental study that was undertaken to investigate whether the use of a DSS could help overcome the effect of the linear bias. Experiments investigating the influence of DSS on decision performance have reported mixed outcomes (Benbasat and Nault 1990). This study focuses on a very narrow aspect of decision making in order to increase the validity of the experiment. The paper begins by discussing the linear bias and previous experimental studies that have investigated its nature. It is hypothesised that a DSS could be used to negate the effect of the linear bias. The possible effect of different task representations is also discussed. The design of an experiment to test the hypothesis is then discussed and the results presented. The paper concludes with a discussion of the limitations of the research and the implications of the experimental results.

2. The Linear Bias
The linear bias is a cognitive effect that causes humans to under-estimate their forecasts of exponential data series. In several experimental studies humans have been found to be unable to interpret or extrapolate exponential functions in an accurate manner (Wagenaar and Sagaria 1975, Wagenaar and Timmers 1977, Wagenaar and Timmers 1978, Wagenaar and Timmers 1979, Keren 1984). In these experiments, subjects were provided with a data series that was derived from an exponential function and asked to estimate the next element or elements in the series. The subject's estimates were consistently below the normative values generated from the exponential function.
In the seminal study conducted by Wagenaar and Sagaria (1975) four separate experiments (E1, E2, E3, E4) were performed. The experiments were based upon an exponential data series that represented a pollution index. The data, shown in Table 1, was derived using the simple exponential relationship $y = e^x$, where $x$ represents the number of years since 1969. In E1 the data was provided to the subjects in a tabular format; in E2 graphically; in E3 both graphical data and prior instructions regarding the effect of the linear bias were provided to the subjects. The subjects for E1, E2 and E3 were students from Pennsylvania State University. The structure of E4 was similar to that of E2 except that managers, whose jobs encompassed making important decisions, were used as the subjects.

Table 1: Pollution Index data provided to participants in Wagenaar and Sagaria's (1975) experiment

<table>
<thead>
<tr>
<th>Year</th>
<th>Pollution Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>1970</td>
<td>3</td>
</tr>
<tr>
<td>1971</td>
<td>7</td>
</tr>
<tr>
<td>1972</td>
<td>20</td>
</tr>
<tr>
<td>1973</td>
<td>55</td>
</tr>
<tr>
<td>1974</td>
<td>148</td>
</tr>
</tbody>
</table>

There were three groups of subjects for each of the experiments. The first group of subjects were asked to predict the pollution index for 1979. The second group were asked to predict the indexes for the years ranging from 1975 through to 1979 while the third group were asked to predict the year in which the index would surpass 25,000.

In E1, each of the groups under-estimated the forecast: 90% of group 1 subjects produced estimates that were below half of the normative value and 66% of the subjects produced estimates at or below 10% of the correct value. About 50% of group 3 subjects expected the value of 25,000 to be surpassed after the 2000. (The correct answer was 1979.)

There was no statistically significant difference between the results for the E2 and E1. If anything, the use of a graphical data presentation had elicited even more conservative estimates from the participants. The subjects in E3 who were provided with instruction about the effect of the linear bias before they made their prediction did perform better. However, their estimates were still significantly lower than the correct values. Wagenaar and Sagaria hypothesised that the subjects had been willing to increase their estimates by adding a compensating factor to their intuitive prediction. However, this compensating factor that was not large enough to correct for the effect of the bias. In E4 it was found that the forecasts and estimates produced by the managers were no better than those produced by the students.

The linear bias has also been found to be resistant to changes in the format of the presentation of the data series (Wagenaar and Timmers 1979), to the direction of the exponential growth (Wagenaar and Timmers 1977) and to the amount of information about the data series made available to subjects (Wagenaar and Timmers 1978, 1979). In general, the more information that is provided to subjects, for example the number of data points, the worse the estimation error becomes (Wagenaar and Timmers 1978). In another study, Keren (1984) compared the prediction of exponential growth between Canadian subjects and Israeli subjects. It was thought that the experience of the Israeli subjects, having been exposed to years of high rates of inflation, might make them better predictors of exponential growth. The magnitude of the under-estimation of the Israeli subjects was slightly less than the Canadian subjects, but nevertheless significant.

There is some controversy as to the causes of the linear bias. For example, Keren (1984) argues that the error arises from the misapplication of an exponential model. Jones (1984) argues that the underlying cause of the effect is the misapplication of a polynomial model. Both explanations can account for the experimental results (Keren 1984). In general, predictions and evaluations are often made based on a combination of different information sources. However, given the nature of human information-processing capacity, it is generally difficult for them to aggregate information from various sources in an effective manner (Hogarth, 1987). It has been suggested that humans' inability to aggregate data effectively is the major cause of their conservative behavior in making predictions (Edwards 1968). This
is because even though they can perceive each datum of a data series and its individual diagnostic meaning accurately, they are generally unable to combine all of the diagnostic meanings together when revising their opinion.

3. **The role of DSS in overcoming the linear bias**

DSS are computer-based information systems developed with the purpose of improving the process and outcome of managerial decision making. As the linear bias may be influenced by the method of data presentation, the use of a DSS, if designed appropriately, may help to reduce the negative effects of the bias.

When making a prediction for an exponentially growing data series, it is often difficult for decision makers to envisage the outcome of their predictions. One way a DSS might help to overcome this is by providing them with interacting numerical and graphical representations of the data and the historical series i.e. the value of a prediction could be displayed automatically in a table and or a graph.

The linear bias may also be negated by transforming the data by presenting it using a logarithmic scale as the exponential nature of the data is reduced to a linear form. Remus (1984) believes that humans consider the differences, rather than the ratio, between data points when extrapolating. This means that humans, while under-estimating exponential growth, will reasonably extrapolate linear data series. A DSS may assist this process by automatically converting between logarithmic and normal scale data series.

4. **The Hypotheses**

Most managers make decisions involving the forecasting of exponential data by using information that is presented to them in a paper-based report. This static presentation could be in table or graph form, or both. Managers could also use an interactive decision aid to enable them to explore different options before making a decision. The first hypothesis involves a comparison of the efficacy of these two modes of support.

**H1:** Subjects using a decision aid will have better forecast accuracy than subjects using a report.

As mentioned above, managers may be able to better forecast growth if it is presented in a linear form i.e. when an exponential growth series is presented in a logarithmic scale. A fundamental tenet of DSS design is that managers should understand the logic of the system they are using (Courbon 1996, Keen 1980). In terms of forecasting exponential growth, managers should be able to clearly see the relationship of the data plotted on a normal scale and the same data plotted on a logarithmic scale. This implies that a combined representation using normal and logarithmic scales may be superior of the presentation of data on a normal scale alone.

**H2:** Subjects presented with a combined representation will have better forecast accuracy than those presented with a normal representation.

A more detailed consideration of the different representations (normal and combined) and support modes (report and decision aids) gives rise to hypotheses three and four.

**H3:** Subjects using a decision aid with a combined representation will have better forecast accuracy than those using a decision aid with a normal representation.

**H4:** Subjects using a report with a combined representation will have better forecast accuracy than those using a report with a normal representation.

5. **Experimental Design and Procedures**
The experiment manipulated two independent variables, each at two levels. The primary factor was mode of support (report or decision aid) and the second factor was the representation (normal or combined). The dependent variable was forecast accuracy which is the difference between the forecast estimate and the normative solution. This set of variables represents a 2 by 2 factorial design, a common
experimental design in the behavioral sciences (Keppel 1991).

The experimental task was based upon previous studies (Wagenaar and Sagaria 1975, Wagenaar and Timmers 1977, 1978, 1979). Subjects were asked to make an estimate of a population index in the year 2050 based on a data series of population indexes from 1870 to 2020, in 30 year intervals. The data series and the normative solution was derived using Formula (1) which is based on Malthus's Law of Population (Kreyszig 1988).

\[ y(t) = y_0 e^{k(t-t_0)} \]  

(1)

where \( t \) is the time in years, \( y_0 \) is the population index at time \( t_0 \) and \( k \) is the size of the exponent. In this experiment \( t_0 = 1870, y_0 = 5.3 \) and \( k = 0.0299 \). The resultant data series is shown in Table 2.

<table>
<thead>
<tr>
<th>Year</th>
<th>Population Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>1870</td>
<td>5.3</td>
</tr>
<tr>
<td>1900</td>
<td>13</td>
</tr>
<tr>
<td>1930</td>
<td>31.89</td>
</tr>
<tr>
<td>1960</td>
<td>78.21</td>
</tr>
<tr>
<td>1990</td>
<td>191.84</td>
</tr>
<tr>
<td>2020</td>
<td>470.55</td>
</tr>
<tr>
<td>2050</td>
<td>1154.2</td>
</tr>
</tbody>
</table>

Table 2: Data series and normative solution

Two decision aids (D1 and D2) were constructed to assist subjects in making forecasts of data that exhibited exponential growth. Each aid comprised three screens: the first explained the nature of the task (to predict the value of a variable at a particular time); the second provided support for the decision; and the third was used to collect demographic data about the subjects. The prediction screen of D1 is shown in Figure 1 and that of D2 in Figure 2.

D1 presented population index data in a normal scale in both tabular and graphical formats. Subjects could enter their population index estimate for the year 2050 in a text box or they could click on a point in the graph space and the value of the population index of that point appeared in the text box. Subjects could experiment with different points without restriction. They clicked "OK" to confirm their prediction.

D2 presented the same data but in both normal and logarithmic scales. The user operations were similar to D1 with the addition that when a subject clicked on a point in the normal scale graph, the corresponding point in the logarithmic scale graph was indicated, and visa-versa. Further, the numerical value of the identified population index was displayed in the table as well as in the text answer box. Subjects were free to trial as many values as they liked. As in D1, they could use the graph to assist their judgement or could simply type in their prediction.
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Paper-based report versions of the normal and combined representations of the forecasting task were developed. These appear in Appendix A.

The 73 subjects were undergraduate information systems students. Subjects were randomly allocated to four groups as shown in Table 3. In total, 39 subjects used reports and 34 used a decision aid. There was no significant difference in the age, gender or education in forecasting between groups. No monetary or
other incentives were provided. All subjects were given the same explanation about the nature of the task. Subjects in the decision aid groups performed the task in computer laboratories. The report groups performed the task in a large classroom. No time restrictions were imposed. In both venues a laboratory assistant was present to answer questions.

6. Results
The mean of forecast error (along with the associated standard deviation and standard error) for each combination of the variables support (decision aid or report) and representation (normal or combined) is shown in Table 3. The analysis and hypothesis testing was performed using ANOVA which is the usual technique applied to experiments of factorial design. In this case, however, as the sizes of the samples for each combination of the variables support and representation was unequal an adaptation of the standard ANOVA technique was required. This adaptation involves the calculation and use of the harmonic mean of the sample sizes in the ANOVA calculations (the procedure is described in Keppel 1991:289-291).

| Table 3: Sample Sizes and Mean Forecast Error for each Combination of Support and Representation |
|----------------------------------|----------|-------|--------|
| Decision Aid, Combined          | 19       | 192.637 | 428.007 | 98.192 |
| Decision Aid, Normal            | 15       | 110.200 | 610.760 | 157.793 |
| Report, Combined                | 20       | 371.630 | 217.937 | 48.732  |
| Report, Normal                  | 19       | 547.726 | 326.028 | 74.796  |

<table>
<thead>
<tr>
<th>Table 4: ANOVA Table</th>
</tr>
</thead>
<tbody>
<tr>
<td>DF</td>
</tr>
<tr>
<td>------------------------------</td>
</tr>
<tr>
<td>Support</td>
</tr>
<tr>
<td>Representation</td>
</tr>
<tr>
<td>Support * Representation</td>
</tr>
<tr>
<td>Residual</td>
</tr>
</tbody>
</table>

A summary of the ANOVA calculations is shown in Table 4. This table shows that the value of the F statistic associated with the variable support, 10.425, is significant at the 99% level. This allows the rejection of the null form and acceptance of the alternative form of hypothesis H1. The value of the F statistic for the variable representation, 0.241, is not significant. This means that the alternative form of hypothesis H2 must be rejected in favor of the null form. Similarly, the value of the F statistic for the interaction of the variables (support * representation) is not significant which means that the alternative form of both hypothesis H3 and H4 must be rejected in favor of the respective null forms. Figure 3 shows an interaction line plot of the variables support and representation. The plot shows an ordinal interaction between these variables (Lehman 1991). This confirms the interpretation of the ANOVA table and the hypothesis tests. The tests and plot show that the use of a decision aid results in better performance (measured by forecast error) than the use of a report regardless of the representation that is used.
7. Discussion And Concluding Comments

The results of this experiment suggest that the use of a computer based aid improves decision performance when forecasting exponential growth. The representations used in the paper reports and the decision aids were as similar as possible. The major difference between the modes of decision support was that the users of the decision aids were able to use the computer to trial their decision. This interaction was as simple as possible (simple clicking data points followed by automated calculation or translation). The minimal nature of the intervention into the decision process adds to the power of the results given such a minor change to the support provided has such a significant effect.

The results show the combined presentation of growth data on a normal scale and on a logarithmic scale did not significantly improve decision performance. This suggests that it is the use of the computer based decision aid that improved performance, not the logarithmic transformation of the growth function.

This study is subject to a number of limitations. First, the use of university students as subjects may bias the results as it can be argued that these students are not representative of the general population. They are however, more representative of managers, who are the commercial target of decision support systems, than the general population. Also, previous studies have found no difference in the performance of students and managers in a growth forecasting task (Wagenaar and Sagaria 1975). Second, the problem is relatively artificial and subjects may not relate well to the task definition. Third, the subjects were not decision stakeholders in that they were not personally affected by the consequences of poor decision performance. Finally, there may be a Hawthorne Effect with those using the decision aids. This possibility was minimised as when the groups were split up none knew what support mode the other groups were using.

Nevertheless, the results present a prima facae case for the use of DSS to support decisions involving exponential growth. The reasons for the efficacy of the decision aid cannot be provided by the experiment. One possible explanation is that the use of decision aids reduces cognitive effort (Jarvenpaa 1989, Todd and Benbasat 1992). This view of the decision process hypothesizes that decision makers make meta-judgements about the value of decision accuracy and the cognitive cost or effort involved in making the decision. Even in a simple decision task, such as the one used in this experiment, a decision maker will commonly opt for reduction of cognitive effort over decision accuracy. The simple act of assisting a decision maker in reading a graph and typing in the estimate can reduce cognitive effort. It is also possible that the decision aid may have provided the minimum sufficient assistance to the subject.
that justified exploring the decision in more detail. The importance of this experiment is that it suggests that improvement in decision performance can be achieved by using a simple decision aid. DSS analysts should be encouraged to first develop simple tools, rather than rushing into the development of complex and technically impressive tools. The latter may not be required.

Further experiments are planned with subjects that regularly make decisions using growth data and who have a significant stakeholding to investigate the influence of domain experience and interest in the decision on DSS performance.
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**Appendix A**

**Question Sheet Provided to Subjects where Support = Report and Representation = Normal**

**QUESTION SHEET**

The information given in the table and graphs below are the population index for the year 1870 to the year 1990 at a 30-year interval. Please predict the index for the year 2050 by writing down your prediction in the entry box provided below.

<table>
<thead>
<tr>
<th>Year</th>
<th>1870</th>
<th>1900</th>
<th>1930</th>
<th>1960</th>
<th>1990</th>
<th>2050</th>
</tr>
</thead>
<tbody>
<tr>
<td>Index</td>
<td>5.3</td>
<td>13</td>
<td>31.89</td>
<td>78.21</td>
<td>191.84</td>
<td>??</td>
</tr>
</tbody>
</table>

**Population Index in Normal Scale**

![Population Index in Normal Scale](image)

Please enter your prediction here:  

**Question Sheet Provided to Subjects where Support = Report and Representation = Combined**

**QUESTION SHEET**

The information given in the table and graphs below are the population index for the year 1870 to the year 1990 at a 30-year interval. Please predict the index for the year 2050, in normal or log scale, by writing down your prediction in the entry box provided below and ticking the scale of your prediction.

<table>
<thead>
<tr>
<th>Year</th>
<th>1870</th>
<th>1900</th>
<th>1930</th>
<th>1960</th>
<th>1990</th>
<th>2050</th>
</tr>
</thead>
<tbody>
<tr>
<td>Index</td>
<td>5.3</td>
<td>13</td>
<td>31.89</td>
<td>78.21</td>
<td>191.84</td>
<td>??</td>
</tr>
<tr>
<td>Scale</td>
<td>Normal</td>
<td>Log</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Year</th>
<th>1870</th>
<th>1900</th>
<th>1930</th>
<th>1960</th>
<th>1990</th>
<th>2050</th>
</tr>
</thead>
<tbody>
<tr>
<td>Index</td>
<td>0.72</td>
<td>1.11</td>
<td>1.50</td>
<td>1.89</td>
<td>2.28</td>
<td>??</td>
</tr>
</tbody>
</table>

**Population Index in Log Scale**

![Population Index in Log Scale](image)

Please enter your prediction here:  

Please tick the scale of your prediction: • Normal Scale  □ Log Scale