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Abstract
The analysis of text-based user-generated content (UGC) on the Web has become one highly acclaimed topic in recent years both in theory and practice. As users are able to participate and publicly comment on almost any webpage nowadays, UGC occurs scattered across the web and mixes with various content types such as advertising texts, product descriptions or other editorial articles. Holistic research that aims to listen to the voice of the consumer therefore needs to separate UGC from non-UGC. Unfortunately the UGC characteristic is not a directly observable attribute of content. As the amount of public available textual data on the web is vast and increases rapidly, manual classification is not applicable in this "big data" environment. From this, the previously unmet need emerges to perform UGC classification automatically, for which we provide three contributions. First, we show that UGC incorporates signals that enable humans to context-free decide whether a text has been written by another user. Second, we show that these signals can be utilized by supervised machine learning to perform UGC classification automatically. Third, we demonstrate and evaluate the fundamental feasibility of our approach on a dataset of German language web texts.
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1 Introduction
Web 2.0 and social media have enabled consumers to express themselves online. Consumers share and discuss their thoughts, opinions, experiences, and feelings online while creating a vast, publicly available data source (Egger and Lang 2013). Online comments published by users are typically termed user-generated content (UGC) and can include various content types. Beside the rising quantity of audio-, video- and image-based content, a huge amount of UGC on the Web is still text, which is the subject of investigation in this article. Within UGC, consumers discuss general topics as well as brands and products. Because consumers also search for online discussions and utilize online consumer reviews for consumption decisions (Park et al. 2007), UGC not only affects non-customers’ perceptions but also has the potential to influence future customers (Decker and Trusov 2010), which has a direct impact on commercial interests. Given this commercial potential, it is no surprise that organizations are interested in silently listening to consumers while deriving insights from this public data source for market research, marketing activities, and product or brand management. Likewise, academics have also realized the potential of distilling information from UGC. The number of contributions in the marketing literature and opinion mining—an interdisciplinary research field incorporating text mining, information retrieval (IR), and sentiment analysis methods—has increased significantly over the past years.

Despite the enormous potential of UGC analysis, the challenge of automated UGC detection outside the Web remains open as participation within the global Internet community is basically unrestricted.
and democratized and has low entry barriers. Private persons as well as institutions, organizations, and enterprises can easily contribute and wire their created content to the global repository of connected data. Individuals can either establish their own channels (e.g., websites, blogs, forums, or even their own platforms or social media communities), or participation can happen on preexisting channels (e.g. websites that enable participation via comments, product-review platforms, forums, or social media communities). Thus, UGC on the Web is as decentralized as the Web itself and often mixes with non-UGC (e.g., editorial content). Unfortunately, content does not incorporate a directly observable attribute that classifies it as UGC.

As both theory and practice often target the analysis of UGC (e.g., in voice-of-the-customer analysis, reputation management, or brand/image analysis), there is an important gap in terms of how to find and separate UGC from other content found on the Web. The typical and less-than-ideal solution of restricting research to certain data sources for which the presence of UGC is assumed (e.g., a special website, forum, or product-/movie-review community) leads to several problems. First, a pre-selection bias cannot be excluded when restricting research to specific data sources, such as product-review platforms. Furthermore, it can also be assumed that the above-stated approach neglects a substantial amount of the total available UGC.

With this article, we aim to make three contributions. First we show that regardless of context, consumers are able to decide whether a Web text is UGC or editorial content. Second, we propose a supervised machine-learning method that aims to semi-automatically detect UGC. Third, we provide a study whereby we show the fundamental feasibility of automatic UGC detection and evaluate our approach within the domain of online synchronization services. Therefore, we attend to the previously unaddressed need to automatically separate UGC from non-UGC to enhance analysis approaches directly targeting the measurement of the “online consumer voice”. This has great and increasingly practical relevance for organizations’ brand, reputation, and public relation management and can further expand the scope of previous research focusing on a subset of UGC (e.g., forum posts or product reviews).

The remainder of this article is structured as follows. After providing a definition for and outlining our understanding of UGC, we investigate whether consumers are able to decide whether a text is UGC or editorial. After this, we discuss the characteristics of UGC and editorial texts before we describe our supervised machine-learning approach. Finally, we evaluate this approach on a self-created gold set of German language Web texts, discuss the limitations to our research, and provide an outlook to future research.

2 User-Generated Content

Before we turn to UGC detection, we provide definitions for and outline our understanding of UGC, which is often referred to within the scope of Web 2.0 and social media. Even though the term UGC is neither fixed nor selective (Grob and Vossen 2007), one of the most quoted definitions of UGC is provided by the Organization for Economic Cooperation and Development (OECD) (Vickery and Wunsch-Vincent 2007). OECD uses the term user-created content (UCC), which is considered synonymous with UGC. According to Vickery and Wunsch-Vincent (2007), UGC has three central characteristics: (1) publication requirement, (2) creative effort, and (3) creation outside professional routines and practices. The publication requirement notes that content has to be generally accessible to an unrestricted group (e.g., on a webpage) but, at a minimum, to a certain group of people (e.g., within a social network). This constraint thus excludes all content and communication that are used for directional (i.e., one-to-one) communication (e.g., e-mail, instant messenger, or similar services). The second requirement—creative effort—relates to the necessity of a minimum amount of personal contribution to create the content. Therefore, copied content does not count as UGC, while collaboratively created content, (e.g., Wikipedia articles) does. The third characteristic requires content to be created outside professional routines and practices. This means that content creation must not be motivated by monetary incentive. Therefore, this requirement separates UGC from content that has been created within a
professional and/or commercial context, which is often referred to as editorial content. This characteristic cannot always be selective as platforms sometimes financially incentivize user content creation (e.g., Ciao.com). These rewards are acceptable as long as the primary motivation to create content is still reputation, recognition, contact with other people, or self-fulfillment (Vickery and Wunsch-Vincent 2007).

Most other descriptions and definitions of UGC share the characteristic of content being created outside professional routines and practices and provide additional specifications, restrictions, or limitations. For example, Bauer (2010) extends the publication requirement to include self-publication and the absence of editorial pre-selection. Thus, the author limits UGC to include only electronic media content that has been deliberately created and made accessible to the public on the Internet by Internet users and that has not been editorially pre-selected, created within a professional environment, or published for the sake of commercial purposes (Bauer 2010). This definition might be criticized because it is more restrictive and because some Web channels are required to perform at least minimal pre-selection or erase legally dubious content (Feldkamp 2007). As an example, some newspaper websites that provide the ability to comment on articles are required to check user comments before publication (Hermida and Thurmam 2008). Because many other contributions to the literature use definitions for UGC that share characteristics of the OECD definition (Daugherty et al. 2008; Grob and Vossen 2007; Kaplan and Haenlein 2010; Krumm et al. 2008; Weimer et al. 2007), we also refer to the OECD definition (Vickery and Wunsch-Vincent 2007) as a basis for our article.

Finally and referring to the above-stated discourse, it is important to note that UGC relates to a certain role for the communicator as he/she publishes content. This role is usually taken on within a private context without professional or commercial incentives and with the motivation of creating content for reputation, contact with other people, or self-fulfillment.

3 Related Research

To our knowledge, prior research has surprisingly not addressed the detection and separation of UGC versus non-UGC—a topic located within the research fields of information retrieval, natural language processing (NLP), and text mining.

Because consumers often express their personal points of view to a certain subject through UGC, related research can be expected on the topic of opinion and subjectivity detection, which is usually investigated within the research fields of opinion mining and sentiment analysis (An overview can be found in (Pang and Lee 2008). Both subjectivity and opinion detection are often targeted by modelling the problem as a binary text-classification task, which is addressed using machine-learning approaches. The detection of opinion texts was the focus of the 2006 blog track at the Text REtrieval Conference (TREC) (Macdonald et al. 2010). Here, Zhang et al. (2007) propose a system to detect opinions within blogs by utilizing support vector machines (SVMs) as a classifier. Similarly, Huang and Croft (2009) propose a system that automatically adds additional keywords (i.e., keyword expansion) to a user-defined keyword Web search that hints to subjectivity within a certain topic.

It is important to note that UGC, opinion, and subjectivity are related, but while the latter two describe the semantic attributes of a comment, UGC targets the role of the communicator. This means that opinion and subjectivity can be communicated from a user within a private context (i.e., UGC) as well as from a professional or commercial perspective (i.e., non-UGC). Although UGC can be expected to carry a great deal of opinion and subjectivity, the relationship is not conclusive. Therefore, the segmentation criteria of subjective opinion texts differ from our research purpose in that, here, the semantic meaning of texts is determined and not the role of the communicator. However, the applicability of semi-supervised text classification shows that cognate subjects can be addressed by these kinds of methods. The same applies to the fields of text-genre detection and classification, for which different focal genres (e.g., fictional versus non-fictional (Kessler et al. 1997) or informative versus imaginative (Karlgren and Cutting 1994) are addressable by text-classification approaches.
While the above-stated contributions all refer to the semantic level of texts but not the communicator him-/herself (e.g., author), researchers have also aimed to detect attributes not contained in the written text itself but instead manifesting in detectable characteristics of the text, such as the type of author or the author him-/herself, which matches to the purpose of the article at hand. Text author’s gender detection (Burger et al. 2011; Corney et al. 2002; Koppel et al. 2002; Yan and Yan 2006) or sock puppet detection (Solorio et al. 2013) are examples of contributions that aim to discover the role and/or attributes of the author. The detection of the author him-/herself is investigated within the research field of authorship attribution (Stamatatos 2009). For example, Diederich et al. (2003) utilize SVMs to identify authors of several German newspaper articles with a high reliability of 60-80%. For authorship attribution, single authors are the subject of investigation. However, for our research purposes, we aim to detect a certain group of authors, all of whom share the attribute of being in the role of “user” according to the definition of (Vickery and Wunsch-Vincent 2007).

Because the above-stated problems are usually mapped to text-classification tasks addressed by machine-learning methods, such as Naïve Bayes, SVMs, or conditional random fields, these kinds of tools are likely to be promising approaches for UGC classification.

4 Decidability and Attributes of UGC

Because the distinction between UGC and non-UGC is drawn based on the process of its creation rather than the characteristics of the produced content itself, it is usually not directly observable. Although sources like product-review websites suggest that the content is supposed to be written by users outside professional spheres and should therefore be classified as UGC, this is merely a best guess based on the type of website, text characteristics, or other latent indicators. Still, the author and his/her motivation to create content remains unknown. This is especially for true for blogs, for which it is almost impossible to draw a clear line between professional and private creation routines by merely looking at the results. Despite the widespread use of the term UGC and the academic usage of content denoted as UGC, little distinction has been made about this subject so far.

While the true attributes of UGC are mostly unobservable, one may presume that the different kinds of authors, motivations, and routines are reflected in the resulting content. Therefore, finding methods to comprehensibly infer whether text is UGC or non-UGC from latent information (e.g., text characteristics or place of publication) is an indispensable task.

The differentiation between UGC and non-UGC can be made based on any information present and available at the time the content is retrieved from the Web. This information can be divided into two classes: attributes inherent in the textual content itself and contextual information. Textually inherent attributes relate to the style of writing, the use of words and language, grammar, and stylistic and syntactic attributes (e.g., punctuation). Contextual information is any other information besides the text itself and can include the website’s name, URL, page design, meta-information, and any other possible indicators present on the webpage (e.g., a “posted at:” header or the author’s pseudonym).

Since the number of possible contextual indicators is vast and meta-information (e.g., posting date, pseudonyms) of online articles is very heterogeneous, the proper selection of relevant features for UGC classification remains difficult. On the other hand, textually inherent attributes are the lowest common denominator, so any differentiation could be uniformly applied as long as text representation is available. Therefore, using textual inherent attributes as the basis for UGC classification is especially promising for an approach that aims to maximum applicability.

To investigate whether those textual inherent attributes exist, we first have to verify if human test subjects are able to consistently determine whether, regardless of context, a piece of Web text has been published by a user in line with the above-stated definition.

Therefore we collected textual content from the Web using public search engines as these usually serve as the entry point for users to discover content of interest, which can be both UGC and non-UGC. As a topic, we chose the synchronization service MobileMe from Apple, which is the predeces-
sor of iCloud and has been discussed very thoroughly by consumers in past years. To gather data, we developed a Web crawler that collects webpages using general purpose search engines, such as Google, using the keywords “mobileme” or “mobile me.” We collected 5,520 webpages from the search engine Google and extracted 218,438 continuous text blocks from which we removed boiler-plate elements, such as side navigation or link lists using the approach from Kohlschütter et al. (2010).

To study decidability, we randomly selected 500 text blocks, which we denote as “documents” in the following. To determine the feasibility of manual classification, we instructed three test subjects on the characteristics of UGC according to the OECD definition (Vickery and Wunsch-Vincent 2007) and asked them to independently classify the 500 documents into UGC versus non-UGC. Two of the test subjects can be considered experts at handling UGC, while the third test subject is an average Internet user without specific background knowledge.

To determine the effectiveness of the approach, we first have to test whether the characteristics of UGC can be objectively concluded from the dataset. If test subjects evaluate this characteristic very differently, an Information Retrieval (IR) system will not be able to independently and universally produce valid results, in which case, this basic problem of IR is not decidable (Manning et al. 2008).

To prevent this issue, we measure the degree of agreement across different test subjects, which is known as inter-rater reliability. Inter-rater reliability for a three-person test is usually tested using Fleiss’ multirater kappa (Randolph et al. 2005). However, the application of Fleiss’ multirater kappa requires that test subjects have guidelines regarding how many elements have to be assigned to each class. Therefore, Randolph et al. (2005) propose free-marginal multirater kappa as a variant, which does not have a precondition for the number of assignments to each class. We use free-marginal multirater kappa for our purposes, for which the kappa metric is defined within [-1;+1], with 1 denoting a perfect match, 0 equaling a stochastic hit, and -1 describing a below-stochastic match.

In our study, we achieved an agreement of 84% and a kappa of 0.680. Notable are the differences between the two experts (Test Subjects A and B) and the ordinary Internet user, whose decisions regarding UGC sometimes differed from those of the experts (Table 1). Nevertheless, the results led us to the conclusion that the classification of UGC based on textual inherent attributes seems to be an objectifiable characteristic.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>-</td>
<td>0.880</td>
<td>0.824</td>
<td>0.852</td>
</tr>
<tr>
<td>B</td>
<td>0.880</td>
<td>-</td>
<td>0.816</td>
<td>0.848</td>
</tr>
<tr>
<td>C</td>
<td>0.824</td>
<td>0.816</td>
<td>-</td>
<td>0.820</td>
</tr>
</tbody>
</table>

*Table 1: Test persons agreement relating to UGC classification*

### 4.1 Textual Attributes as a Basis for UGC Detection

Based on our study of letting test subjects decide whether a text has been written by a consumer or from a professional perspective, we conclude that UGC has textual attributes that differentiate it from non-UGC. The description of those attributes relates to the research field of textual linguistics. Textual linguistics is concerned with linguistic structures and formulations within texts (Vater 2001). One of the tasks within textual linguistics is classifying texts into text types. Humans are able to recognize different types of texts as well as perceive and apply inherent rules (Vater 2001). Examples of text types are official letters, journalistic articles, e-mails, guest books, and newsgroups (Stein 2002).

There are different criteria that enable individuals to assign texts to certain text types (for an overview, see Vater (2001)). Which criteria are chosen depends on the objective of the classification. Sandig (1972) proposes an assignment according to attributes of ordinary language texts for the German language. This classification based on attributes has parallels to the topic of text classification within the context of information retrieval, which we will discuss later. According to Sandig (1972), two out of three of the most important attributes are the differentiation of monologues and dialogues as well as
spontaneous and non-spontaneous texts. In addition, certain text types usually incorporate introduction or finalization formulations (e.g., personal forms of address at the beginning or salutations at the end of a letter or e-mail). Other attributes relate to the choice of words and syntax. Texts can be written rather formally or informally, the latter resembling spoken language to a greater extent and often being characterized by a colloquial wording and a more lax use of orthographic rules and abbreviations (Stein 2002).

Based on feedback from the test subjects of our first study, we propose additional attributes, such as the use of self-referential personal pronouns (e.g., “I,” “me”) or a second-person form of address (e.g. “you”), which is often found in a social Web context. Furthermore, the use of acronyms like LOL (“laughing out loud”) and ROTFL (“rolling on the floor laughing”) as well as subjective words like “super,” “fine,” or “bad” can be found in UGC. In contrast to this, in the German language, test subjects reported the use of more formal addresses (e.g., “Sie”) within non-UGC.

Table 2 shows an overview of the text types on the Web according to these different attributes. The last five attributes seem to provide adequate differentiation criteria for UGC. We must also note that there are at minimum two exceptions: Because wikis are rather different from the other UGC text types, the proposed criteria seem to be unable to differentiate wikis from editorial encyclopedic texts. The second exception is advertising texts, which often include subjective, personal, and informal speech.

<table>
<thead>
<tr>
<th>Text Type</th>
<th>Monologic</th>
<th>Spontaneous</th>
<th>Introduction form.</th>
<th>Finalization form.</th>
<th>Informal</th>
<th>Pron. 1 (I)</th>
<th>Pron. 2 (You)</th>
<th>Internet slang</th>
<th>Subjective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blog</td>
<td>+/-</td>
<td>-</td>
<td>-</td>
<td>+/-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+/-</td>
<td>+/-</td>
</tr>
<tr>
<td>Comment (Blog, News)</td>
<td>-</td>
<td>+</td>
<td>+/-</td>
<td>-</td>
<td>+/-</td>
<td>+</td>
<td>+</td>
<td>+/-</td>
<td>+/-</td>
</tr>
<tr>
<td>Forum</td>
<td>-</td>
<td>+</td>
<td>+/-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Newsgroup</td>
<td>-</td>
<td>+</td>
<td>+/-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Social Network</td>
<td>-</td>
<td>+</td>
<td>+/-</td>
<td>+</td>
<td>+</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
</tr>
<tr>
<td>Product Review</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+/-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Wiki</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Journalistic Text</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Journalistic Comment</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Encyclopedic Text</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Legal Text</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Technical Literature</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Advertising Text</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
<td>-</td>
<td>+/-</td>
</tr>
</tbody>
</table>

Table 2: Text type classification based on Sandig (1972).

4.2 Text Classification and Support Vector Machines

As described above, regardless of context, humans seem to be able to decide whether a document has been written by a consumer since such texts have inherent attributes that differentiate them from non-UGC. The classification of documents according to inherent attributes relates to the research field of text classification, whose purpose can be described as an assignment problem. Given a set of D docu-
ments and another set of $C = \{c_1, ..., c_C\}$ categories, the task is to assign every pair of $(d_j, c_i) \in D \times C$ one value of $T$ or $F$. $T$ represents the fact that document $d_j$ can be assigned to class $c_i$, and $F$ denotes the fact that $d_j$ cannot be assigned to $c_i$. This classification function $\Phi : D \times C \rightarrow \{T, F\}$ is named classifier and aims to approach the unknown objective function $\Phi : D \times C \rightarrow \{T, F\}$, which describes the correct assignment of every document to every class (Sebastiani 2002). However, the correct assignment can often be ambiguous. As seen in the section “Decidability and Attributes of UGC,” even with manual classification, different human classifiers may result in different conclusions because assignment is subjective. In manual classification, this divergence is denoted as inter-indexer (in-)consistency (Leonard 1977). Therefore, in text classification, the classifier is often designed in a way that it describes its result in the form of a continuous function within an interval of $0$-$1$ $\tilde{\Phi}_k : D \times C \rightarrow [0, 1]$. One of the most popular approaches in text classification is the use of SVMs, which were introduced by Cortes and Vapnik (1995). In benchmarking different classification methods, SVMs usually outperform other approaches, such as Naïve Bayes, decision trees, maximum entropy, or neuronal nets (Manning et al. 2008; Sebastiani 2002). SVMs are based on the so-called vector space model (Salton et al. 1975). Documents are represented as points in an n-dimensional space. The dimensions are equivalent to n possible terms that might occur within the documents. Each document’s vector component represents the weight of a word within the document. This weight can be computed using the binary occurrence; relative frequency; or other metrics, such as the term frequency/inverse document frequency (TF/IDF) (Ramos 2003). If each document is represented as a vector, the similarity (e.g., using the angular distance) of the vectors equals the similarity of the documents the vectors represent. This means that within the vector space model, documents of similar content will be located in close vicinity. This characteristic is used by SVMs when performing certain transformations to separate documents into two classes by a so-called hyperplane. With this hyperplane, every additional document can be classified into one of two classes based on which side of the hyperplane it will be located, which can then be the decision criteria for a binary text classification task.

5 Proposed Approach to UGC Classification

Our approach to demonstrate the feasibility of (semi-)automatic UGC classification centers around the observation that regardless of context, humans are able to decide whether a given document belongs to the category of UGC or non-UGC based on textually inherent signals. We therefore define the task as a binary text classification problem, which we address with supervised machine learning. This distinction is based on the fact that textual UGC incorporates inherent features that are different from non-UGC, as shown above (see “Decidability and Attributes of UGC”). Due to its general performance in text classification, we propose the use of SVMs, which were briefly introduced in the previous section. Usually, for text classification, not all terms within document collection are used for classification. Rather, a subset, which is denoted as a feature vector, is generally used. The choice of the features has an impact on classification performance. While Silva and Ribeiro (2007) state that selecting features by deleting stopwords (which are usually a language’s most frequently used words) enhances accuracy, Joachims (1998) note that in text categorization, only few irrelevant features exist, and feature selection is likely to hurt performance due to information loss. Therefore, within our UGC-detection feasibility experiment, we test whether filtering out stopwords represented by a language’s most frequently used words also removes characteristic signals (e.g., the potentially UGC-indicating personal pronouns “I” or “you”), leading to lower detection accuracy. Because SVMs performance is known not to suffer from a very high number of features (Joachims 1998), it is not problematic to use all distinct words occurring in document collection for the feature vector. Thus, we tokenize every text document into words and only omit those that solely consist of non-word characters, such as “-#”. We use a word’s existence as the weight of this word within the feature vector. We denote this feature vector as AT (All Terms). To test if and in what way the removal of stopwords affects classification performance, we compare AT’s performance to performance
when applying basic feature selection. As feature-reduction criteria, we utilize DF-thresholding (Yang and Pedersen 1997), which is computationally simple but performs well. In DF-thresholding, terms are excluded from the feature space if the relative occurrence across the documents exceed a certain threshold. We denote this experiment on feature reduction as DFT.

As DF-thresholding only filters rare terms that are assumed to be uninformative for category prediction and because we are especially interested in those terms that are good at separating categories, we also consider the probability ratio (PR) (Forman 2003) within our second feature selection test which we denote as DFPR (document frequency, probability ratio). PR can be defined as the estimate probability of a term occurring in the positive class (i.e., UGC) divided by the sample estimate probability of the word occurring in the negative class (i.e., non-UGC).

5.1 Data Description and Evaluation

Because a classifier needs a “training set” of examples from which it can learn, we require a collection of documents including annotations as to whether a single document belongs to the class of UGC or non-UGC. To measure the performance of our classification approach, we furthermore need another document collection with the same annotations. This annotated test environment is usually denoted “the gold set” and describes the best result the IR system could achieve (Manning et al. 2008).

With respect to the task of UGC classification, a gold set of English language blog texts including annotations regarding the attribute of “personal context” exists that might be useful for UGC classification (Macdonald et al. 2010). To our knowledge, no similar gold set including the necessary annotations is available for the German language. Therefore, we had to create our own gold set. Within the section “Decidability and Attributes of UGC,” we described the Web texts we collected for the synchronization service MobileMe and annotated 500 randomly selected articles. These texts and annotations can now serve as the source of our gold set. During the decidability study, we asked three test subjects to independently classify documents into UGC and non-UGC. Based on these classifications, we perform a majority voting to assign each text to a class. If at least two of the three raters classify a document as belonging to a certain class, it gets assigned to this class within the gold set. As a result, our gold set contains 500 annotated texts, of which 367 texts were classified as UGC, and the remaining 133 as non-UGC. According to the usual practice in text classification and to consistently evaluate the performance of our approach for UGC classification, we utilize 10-fold cross validation for testing our proposed approach and provide the usual metrics of precision, recall, accuracy, and F1-Score, which are defined as follows.

\[
\begin{align*}
    tp & = \text{true}_\text{positive} \\
    tn & = \text{true}_\text{negative} \\
    fp & = \text{false}_\text{positive} \\
    fn & = \text{false}_\text{negative}
\end{align*}
\]

\[
\begin{align*}
    \text{precision} & = \frac{tp}{tp + fp} \\
    \text{recall} & = \frac{tp}{tp + fn} \\
    \text{accuracy} & = \frac{tp + tn}{tp + tn + fp + fn} \\
    F_1 & = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\end{align*}
\]

Equation 1: Evaluation metrics
As described above, within our first experiment denoted as AT, we do not perform any feature reduction and instead use all terms within the document collection as a feature vector. For the SVM classification task, we utilize the library libSVM (Chang and Lin 2011) and follow the suggestions of Hsu et al. (2003) to determine the SVM parameter values. Within the AT experiment, the resulting feature vector contains 9,430 distinct terms. Due to the amount of features, we first test the application of a linear kernel \((c = 9)\) that results to an accuracy of 75% with very high precision for UGC detection but very weak precision for non-UGC \((-6.767\%)\). Changing the SVM kernel to a radial basis function kernel (RBF) \((\text{using } c = 4, \text{ gamma } = -10)\) barely increases the overall accuracy to 75.4% and precision for non-UGC classification to 10.526% but lowers recall.

Within the second experiment DFT, we test DF-thresholding as a feature-selection approach and receive an increased overall accuracy of 81.4% \((\text{versus 75.4\%})\) while simultaneously increasing recall for UGC/non-UGC detection. Although the precision for UGC classification decreases from 98.91\% to 94.823\%, non-UGC precision dramatically increases from 10.526\% to 44.361\%. This also leads to a strong enhancement of F1 for non-UGC, while F1 for UGC also increases from 85.51\% to 88.21\%.

Finally, within the third experiment DFPR, we combine DF-thresholding \((\text{see experiment DFT})\) and probability ratio \((\text{PR})\) and receive the best overall accuracy, which amounts to 87\% for 10-fold cross validation. The best results are achieved on a minimum DF-threshold of 0.068 and a minimum normalized PR of 0.35, which leads to a feature vector of 134 discriminating terms. While precision for UGC detection remains nearly the same \((94.823\% \text{ versus } 90.005\%)\), recall increases from 82.464\% to 88.918\%. We furthermore observe a strong rise in the precision for non-UGC classification to 67.669\% \((\text{versus } 44.361\%)\) as well as an increase in recall to 80.357\% \((\text{compared to DFT amounting to } 75.641\%\)). As a result, DFPR leads to the best overall results both for F1 \((\text{UGC})\) and F1 \((\text{non-UGC})\). The results on our 10-fold cross validation are summarized in Table 3.

### Table 3: 10-fold cross-validation results of UGC/non-UGC classification

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
<th>Precision (UGC)</th>
<th>Recall (UGC)</th>
<th>Precision (Non-UGC)</th>
<th>Recall (Non-UGC)</th>
<th>F1 (UGC)</th>
<th>F1 (Non-UGC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AT (linear)</td>
<td>75.000%</td>
<td><strong>99.728%</strong></td>
<td>74.694%</td>
<td>6.767%</td>
<td><strong>90.000%</strong></td>
<td>85.41%</td>
<td>12.58%</td>
</tr>
<tr>
<td>AT (RBF)</td>
<td>75.400%</td>
<td>98.910%</td>
<td>75.311%</td>
<td>10.526%</td>
<td>77.778%</td>
<td>85.51%</td>
<td>18.54%</td>
</tr>
<tr>
<td>DFT (RBF)</td>
<td>81.400%</td>
<td>94.823%</td>
<td>82.464%</td>
<td>44.361%</td>
<td>75.641%</td>
<td>88.21%</td>
<td>55.92%</td>
</tr>
<tr>
<td>DFPR (RBF)</td>
<td><strong>87.000%</strong></td>
<td>94.005%</td>
<td><strong>88.918%</strong></td>
<td><strong>67.669%</strong></td>
<td>80.357%</td>
<td><strong>91.39%</strong></td>
<td><strong>73.46%</strong></td>
</tr>
</tbody>
</table>

From the classification results, it can be seen that the semi-supervised classification of UGC using SVMs is basically feasible and that feature selection clearly leads to better results than not restricting the term feature vector.

### 6 Discussion and Future Research

Within this article, we were able to show that the automatic classification of textual content into UGC versus non-UGC is possible. We had to assume that authors and their motivation(s) \((\text{according to the UGC definition})\) are reflected in the characteristics of the published content. This was generally proven by the overall agreement of different independent annotators deciding whether documents were created by users. Nevertheless, this assumption has to be questioned when authors explicitly use or avoid attributes that are usually found in UGC. For example, this is the case in online encyclopedias, such as Wikipedia, for which the linguistic style is consciously formal and objective. The same applies to texts that have been written by advertising copywriters, who often mimic their customers’ informal language in order to better relay their advertising message, as well as for astroturfing, opinion spam, and paid postings, for which commercial organizations and agencies write content explicitly mimicking user conversations to mislead consumers in their quest for information. Still, the sheer existence of
this textual mimicry hints at the fact that UGC signals must exist within text. The detection of these content types has also gained rising attention by the research community in previous years (see Hu et al. 2011; Jindal and Liu 2008; Malbon 2013; Mukherjee et al. 2013; Xu and Zhao 2012). We assume that our approach is not able to detect these kinds of content, but if characteristics of UGC are available, classification according to UGC/non-UGC using traditional techniques from text classification may lead to convincing results. Regarding paid postings and astroturfing, it has to be questioned if this limitation of the UGC-detection approach—namely, not being able to recognize these kinds of content properly—is problematic. As long as human annotators and readers are unable to differentiate paid postings from regular UGC and judging from a perspective regarding the influence of such texts on other readers, it makes little difference if they are in fact UGC. Therefore, it may be justifiable to consider them in voice-of-the-customer analyses since this kind of content also influences other consumers in search of, for example, product reviews.

Although we have basically shown the feasibility of automatic UGC classification there are open issues that need to be addressed in future research. These future research opportunities can be divided into applicability, performance, and evaluation.

Regarding applicability, an extension of our approach to languages other than German would be an interesting research path. We assume that textual content from other languages also incorporates attributes that qualify for automatic UGC detection.

Furthermore, we only tested our approach on a certain domain of software/communication. Other information demands from other domains should be considered in order to confirm that the approach is applicable in general.

Within our study, we focused on the classification of Internet documents, the length of which is usually longer than other sources, such as Twitter tweets (140 characters). As such, future research should explore how the length of text affects classification performance and if small specific texts (e.g., tweets) with different characteristics are also classifiable as UGC/non-UGC.

Although we have shown that our approach to UGC detection already performs well within the chosen domain, our approach should be considered as a baseline demonstrating basic feasibility. The evaluation of other feature-weighting/selection approaches (e.g., TF-IDF, information gain, mutual information, chi-square) as well as other classification techniques (e.g., Naïve Bayes, conditional random fields, or maximum entropy models) should be considered to further increase classification performance.

Regarding evaluation, future research could directly compare context-free human classification performance with system-performance within different domains. Also, the creation of larger gold sets for different languages and domains to ensure the comparability of systems is desirable.

Finally—and from our point of view—the topic of automatically detecting UGC on the Web will be of increasing importance as the Web’s entry barriers continue to decrease while user participation and content creation increases. Organizations and academics are interested in silently listening to the online consumers’ voice more and more. Nevertheless, the volume and velocity of public available data from the web requires the utilization of automated analysis and (social media) monitoring systems. Those systems should help researchers to listen to the right research subjects (i.e. consumers). Therefore, it is our hope that our work encourages other researchers to contribute to the topic of the article at hand.
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