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Abstract

In their ISR article 2008 Deveraj et al. asked “How Does Personality Matter?” This article builds upon the discussed idea that an individual’s personality traits has an influence on the technology acceptance and usage intention by empirically analyzing and discussing whether the personality trait resistance has an impact on an individual’s intention to use an information system or not. Therefore the article adopts a scale developed in psychology research to measure dispositional resistance of individuals. The data analysis of 199 research participants who declared that they do not want to use a particular information system in future shows that the personality trait resistance modeled with the four dimensions routine seeking, emotional reaction, short-term focus and cognitive rigidity has significant impacts on an individual’s attitude towards an information system, the subjective norm of important others and mediated through attitude on the intention to use this system.

Keywords: Resistance, Resistance to Change, Theory of Reasoned Action, Personality, IT Adoption
1 INTRODUCTION

Although, thanks to the most modern information technology, new applications are constantly appearing and simplifying the work of users in the relevant field – or even making it possible to automate tasks in a way which was previously unthinkable – there are, nevertheless, an astonishing number of people who are not prepared to adopt these technologies (Johansen et al., 1996; Moore, 1999; Norman, 1999; Wiener, 1993). This apparently paradoxical behavior has also been recognized and thematized in the research community (Venkatesh et al., 2001; Bhattacharjee et al., 2007a). In these works the problem of resistance has been presented and discussed as one of the most frequently encountered reasons for the non-use of innovations. The phenomenon itself has long been recognized, as more than half a century ago psychology researchers identified in people a natural tendency to prefer keeping to what is well-known and familiar rather than to accept innovation, and thus the unknown (Lewin, 1947). Since that time the main subject of research has been resistance on the part of people within organizations, since in the organizational context workers’ resistance towards innovations can be critical in terms of success and vital to survival (Waddell et al., 1998). According to this way of thinking, if a new (IT) project is to be implemented in a company for reasons of economic sustainability, the staff must first be prepared for the changes, since otherwise there is the risk of protest, and refusal to use the innovative ideas may endanger the results that were intended. Consequently, the level of resistance of a company’s staff and, as a reaction to this, the measures taken by a company to reduce the effect of this reaction, decisively affect a company’s long-term success. Since resistance connected with the non-use of information systems is often claimed to be the main reason for failed projects (Lyytinen et al., 1987; Dowling et al., 1980; Lucas, 1975; Gladden, 1981; Maurer, 1996) problems of this kind play a major role in research (Hirschheim, 2007; Venkatesh et al., 2007; Williams et al., 2009) and is also regarded by the CIOs of top American companies as a particularly important subject. The management of change and the resistance connected with it is rated in the current survey of the Society for Information Management (SIM) as the seventh most important challenge for CIOs (Luftman et al., 2008). Nevertheless, there is still no unified definition of what resistance regarding the implementation of a new information system actually is (Vithessonthi, 2007), which is mainly due to the many differing forms it takes (Hirschheim et al., 1988). This is because of signs of resistance can be shown by the most varied groups of personnel – such as shop-floor workers, technical staff, management, and boards of directors (Dickson et al., 1970) – and the resultant modes of behavior can differ to a very large extent (Ferneley et al., 2006; Dickson et al., 1970). These can be expressed openly or covertly (Hirschheim et al., 1988), and range from aggressive behavior (Dickson et al., 1974), through projection (Newman et al., 1985) to a complete refusal to use the technology in question (Schmitt et al., 1978). In addition to this, the causes leading to this behavior are just as divergent (Hirschheim et al., 1988; Gray, 2002; Martinsons et al., 1999; del Val et al., 2003).

In previous research approaches resistance was always regarded as behavior in a characteristic situation arising from changes in aspects of that situation (Coch et al., 1948; Tichy, 1983). Kim and Kankanhalli (Kim et al., 2009) or Bhattacharjee and Hikmet (Bhattacharjee et al., 2007a) provide recent examples of this kind of conceptualization of resistance in the information systems context. In the latter publication, for example, doctors were asked if changes in their working routine conditioned by new computer systems were acceptable. In this context resistance was tested in the IS field and interpreted as loss of control. In psychological research resistance was firstly analyzed from an individual perspective (Mumford et al., 1993; Judge et al., 1999) and secondly defined as a fundamental character trait (Oreg, 2006). Because resistance is so complex and many-faceted (Waddell et al., 1998; Ansoff, 1988), this paper pursues the goal of developing further these previous valuable insights into the way resistance towards information systems works, by investigating the effects of the individual character trait resistance and its importance for fundamentally decisive factors in the area of information systems usage.

For this purpose we intend to test empirically with the aid of a causal analysis whether the character trait resistance can explain the determinants within the Theory of Reasoned Action (Ajzen et al., 1980;
Fishbein et al., 1975) and therewith non-users intent towards a particular information system. Secondly, we also intend to analyze ‘how’ and ‘whether’ there is a causal relationship between the character trait resistance and an individual’s intention. In this context it is particularly important to discover whether resistance directly or indirectly, or even both directly and indirectly, influences non-users’ intention towards using a particular information system.

Before the results are presented and discussed in Sections 4 and 5, we first provide an introduction to the knowledge required for an understanding of the themes of Theory of Reasoned Action (TRA) and resistance, based on the relevant research findings. In Section 3 we formulate our central hypotheses, based on this information, and provide a short overview of the data-set on which they are tested.

2 BACKGROUND KNOWLEDGE AND LITERATURE REVIEW

After these introductory remarks we will now explicitly deal with the theories that are relevant to our topic such as the TRA, describing adoption models as Technology Acceptance Model (Davis, 1989; Davis et al. 1989) together with a look at inhibitors and enablers, as well as several central aspects of previous research into resistance related to IS acceptance. Finally we will present the character trait resistance, previous research on this theme and a suggested mode of measuring this character trait in IS research.

2.1 Theory of Reasoned Action, IT Adoption Research and IT Inhibitors

Several models have been used in the attempt to understand and explain the use and non-use of information systems. In previous adoption research, which mainly sought to discover factors which encourage usage, they generally began from the premise that the presence of such factors will lead to the adoption of a technology, and that if no benefit is taken of these the result will be that the technology will not be used. The most frequently used explanatory model in the IT field (Williams et al., 2009) is admittedly the Technology Acceptance Model (TAM) (Davis, 1989; Davis et al., 1989), yet the other considerations in this paper are based on the Theory of Reasoned Action (TRA) (Ajzen et al., 1980; Fishbein et al., 1975), which itself underlies the TAM. The reason for this is Benbasat and Barki’s (2007) demand that we should free ourselves from the TAM and in future research return to its roots, since the original TAM has fulfilled its purpose and is also limited for further research approaches. Another factor favoring the use of the TRA is the fact that its origins, as well as those of personality research, lie firmly in the research field of psychology. The TRA explains individual behavior by the intention of the individual to carry out a specific behavior, where intention is a function of the two antecedents attitude (ATT) and subjective norm (SN) (Ajzen et al. 1980; Fishbein et al., 1975).

Within adoption research, current research efforts have been able to demonstrate that, on the one hand, there are factors which can both encourage and hinder the acceptance of a particular information system (e.g. the two factors of TAM), and that, on the other hand, there are factors which exclusively drive non-adoption and thus have no positive influence on usage. These latter influences are defined as inhibitors, and those that can influence an adoption decision in either direction are called enablers (Cenfetelli, 2004). At present, inhibitors with their asymmetrically negative effect are becoming much more the focus of research and are being analyzed within various adoption research models, with the argument that inhibitors can have both a direct effect on the intention to use a specific information system as well as an indirect effect mediated through enablers. So far research has been unable to show whether inhibitors’ indirect effect comes though partial or full mediation. One of the inhibitors already identified in IS research is resistance to change linked with the introduction of an information system (Bhattacherjee et al., 2007a).

2.2 Resistance to Change and IT-Adoption Research

Within IS research it has been recognized that the acceptance of a technology is often preceded by resistance to the new information system and the changes resulting from it and that this must first be
overcome by potential users (Bhattacherjee et al., 2007a). Accordingly, research has focused even more strongly on resistance in the context of technology adoption models, since it is only after inertia (Keen, 1981) has been overcome that innovations can replace the status quo. This means that resistance is also understood in the IS context to be an unwanted disadvantageous reaction to planned changes (Hirschheim et al., 1988). Yet compared with other IS themes, there are at the moment only a few research papers dealing with this problem. A glance at the most important shows that there are solely two publications from a top journal as MIS Quarterly (Kim et al., 2009; Lapointe et al., 2005). We now examine these approaches together with some other current publications with the aim of seeing what research methods they have used when dealing with this topic. Among them we have, first of all, five case studies. The most recent study (Lapointe et al., 2007) looked at resistance at the group level with the aid of the political variant of interaction theory (Markus, 1983), and was able, like another study published two years earlier by the same authors (Lapointe et al., 2005), to show that perceived threats, such as, for example, unfairness or loss of status or of power can give rise to resistance just as much as anxiety can. Prior to this Markus had also come to this conclusion (Markus, 1983) using interaction theory, as a result of identifying the fact that poor system quality can lead to resistance behavior just as much as loss of power or unfairness, if the costs or extra efforts involved seem to outweigh the estimated benefits. A further recent case study is that of Ferneley et al. (Ferneley et al., 2006), who were able to demonstrate that discipline, enforced proceduralisation, non-engagement with the system as well as organizational and personnel issues can lead, in spite of positive resistance factors such as peer pressure, deception, or inappropriate targets, to negative resistance factors such as avoidance of inappropriate procedures or professional judgment. Here they identified not only the causes of resistance but also activities that can follow resistance. Independent of the resistance factor concerned and its causes, three modes of behavior can be distinguished. These are Harmless Workaround (indolence, sub-tasking or stockpiling); Hindrance Workaround (predictive operating or sabotage); and finally resistance behavior in the form of batch processing or non-use of system as a marked form of Essential Workaround. It was also possible to identify further potential causes of resistance, such as innate conservatism, poor technical quality or redistribution of resources as well as organizational invalidity or minimal training in a further case study (Hirschheim et al., 1988).

In addition to these insights six previously carried out empirical studies also help to derive our hypotheses. These studies can be divided into three categories, depending on the observed direction in which the factor resistance acted. They showed a significant negative correspondence between resistance and perceived ease of use. Three further publications focused on factors which can give rise to resistance (Kim et al., 2009; Enns et al., 2003; Jiang et al., 2000). They demonstrated that, for example, pressure (Enns et al., 2003), uncertainty and the loss of status or power can tip the balance as much as perceived values or switching costs (Kim et al., 2009). Two studies can be assigned to the third category which shows that other factors can influence resistance both as cause and as effect (Bhattacherjee et al., 2007a; Bhattacherjee et al., 2007b). Here there is evidence that perceived threat has a significant effect on resistance, and also that resistance is a factor exerting significant influence on central elements of IS adoption. For example Eckhardt et al. (Eckhardt et al., 2009) were able to show what groups exert a social influence on the decision of an individual not to use a specific technology.

2.3 “Resistance” as Personality Trait

Although it was possible to show that drivers of resistance vary depending on the underlying system (Jiang et al., 2000), there has only been one attempt in IS research to thematize character traits and its importance for technology acceptance behaviour (Deveraj et al. 2008). Given the under-researched area of technology resistance this suggests that it would be interesting to investigate whether “troublemakers” (Markus, 1983), i.e. people in companies who, for example, resist changes, are fundamentally inclined not to accept change, since the fact that the relevant character can be a potential reason for resistance has frequently been assumed in previous work (Markus, 1983), yet (as
far as we are aware) no investigation has yet been undertaken in the field of IS adoption research using the character trait resistance to make it possible to explain an individual’s intention.

To measure the differences in the personality trait resistance which are necessary for this purpose, a scale is adopted which directly captures people’s individual inclination to react to change with resistance (Oreg, 2003). To capture this completely, four dimensions have been identified: routine seeking (RS), emotional reaction (ER), short-term focus (STF) and cognitive rigidity (CR). With the aid of these, resistance can be measured as a second-order construct. The basic assumption is that those individuals in whom the character trait resistance is most strongly present will be less disposed to initiate changes for themselves and develop more of a negative attitude toward changes with which they are confronted. Oreg captures the character trait resistance in four different dimensions, defined as follows: Routine seeking “involves the extent to which one enjoys and seeks out stable and routine environments”, emotional reaction “reflects the extent to which individuals feel stressed and uncomfortable in response to imposed change”, short-term focus “involves the degree to which individuals are preoccupied with the short term inconveniences versus the potential long-term benefits of the change” and cognitive rigidity “represents a form of stubbornness and an unwillingness to consider alternative ideas and perspectives” (Oreg, 2003).

This structure and its validity have been demonstrated with the aid of several studies in various contexts and cultural areas (Oreg et al., 2008). In order to rely on a unified understanding of the concept of resistance, we base ourselves on a definition produced by Piderit which concurs with the measurement system applied here (Piderit, 2000). It understands the “worldwide phenomenon” (Child, 1984) of resistance to be multi-dimensional behavior in response to change, containing affective, cognitive and conative components.

In what follows we will now transfer the measurement of the personality trait resistance to the context of adoption research and investigate how far individuals who demonstrate this character trait to a more marked degree have a negative attitude to new information systems. For this purpose we develop a research model in the next section which is based on the Theory of Reasoned Action (Ajzen et al., 1980; Fishbein et al., 1975 and contains Oreg’s suggested second-order construct for measuring and defining resistance (Oreg, 2003).

3 RESEARCH MODEL

The research model is made up of three TRA constructs, ATT, SN, and INT together with a second-order construct resistance (RES). As a result of previous research into the Theory of Reasoned Action (Fishbein et al., 1975; Ajzen et al., 1980), suggesting that intention can be explained by SN and ATT, the following two correlations are expected:

\[ H1: \text{Subjective norm (SN) has a direct positive influence on intention (INT).} \]
\[ H2: \text{Attitude (ATT) has a direct positive influence on intention (INT).} \]

Beyond this, we are mainly interested in how intention is influenced by the individual’s personality trait resistance. Since the presence of individual strong resistance implies little likelihood of adoption (Oreg, 2003), while on the other hand the presence of weaker resistance does not necessarily lead to the adoption of a technology, resistance can be understood as an inhibitor (Cenfetelli, 2004). Consequently there should be a direct negative relationship between resistance and an individual’s intention. Additionally, inhibitors are distinguished by an indirect effect on intention through typical enablers (Cenfetelli, 2004). Accordingly, the two enablers found in the model, subjective norm and attitude, are negatively influenced by resistance and thus take on the role of a mediator between resistance and intention. The three hypotheses resulting from this are as follows:

\[ H3: \text{Resistance (RES) has a direct negative effect on subjective norm (SN).} \]
\[ H4: \text{Resistance (RES) has a direct negative effect on attitude (ATT).} \]
\[ H5: \text{Resistance (RES) has a direct negative effect on intention (INT).} \]
The data necessary to produce the constructs required here was collected by an online survey. The general purpose of the study was to explain an individual’s usage behaviour in social networking platforms such as LinkedIn or Facebook.com. In order to reach individuals with different backgrounds an online survey seemed to be the most appropriate form for the study. The participating individuals were invited using an e-mail invitation containing a link to the online survey website. In order to achieve usable results from these questions we made use of SPSS Statistics 17.0 and SmartPLS (Ringle et al., 2005). After discarding those questionnaires which gave inconsistent answers in terms of demographic data or which had given incomplete answers to the relevant questions, we ended up with 199 individuals who did not use social networking platforms. 56.5 per cent of these were male. As a result of this heterogeneity, this survey was taken from among trainees (16), students and graduates (35), employees (82), self-employed (13), unemployed (39) and senior management (23).

4 RESULTS

In this section we validate our research model, consisting of 199 data sets from all the people surveyed who do not use social networking platforms, with the aid of a measurement model and a structural model.

4.1 Measurement model

The TRA constructs SN, ATT and INT were measured as in prior research (Taylor et al., 1995; Davis, 1989), so that the relationship between the latent and the manifest variable is vectored and changes in the latent variable influence all the indicators (Hulland, 1999). Four possible ways to measure the second-order construct RES exist in theory (Jarvis et al., 2003). In the process RES and the four connected first-order constructs are operationalized reflectively, as in Oreg’s contributions (Oreg, 2003; Oreg et al., 2008). Since this results in a reflective measurement model for the four factors content validity, indicator reliability, construct reliability and discriminant validity must be validated (Bagozzi, 1979).

4.1.1 Content validity

In setting up the questionnaire the aim was to refer to methods of measurement which had already been used in empirical research. Thus subjective norm was tested using a 5-point Likert scale (Taylor et al., 1995). We also reverted to previously existing items for attitude and intention (Taylor et al., 1995). To capture resistance independent of the domain Oreg’s set of 17 items was used (Oreg, 2003). The questions had to be slightly modified due to the IS context, ultimately producing 18 questions,
each of these had 5 possible answers. We tested the items used with students in our IS department to ensure content validity.

4.1.2 Indicator reliability

Indicator reliability shows the proportion of the variance of an indicator which derives from the relevant latent variables. Since those loadings that are less than 0.4 must be removed for reflective indicators (Hulland, 1999), some indicators in the measurement for resistance had to be eliminated. All indicator variables should be greater than 0.7 to ensure that at least 50 per cent of the variance of a latent variable is explained by the used indicators (Carmines et al., 2008). The loadings of all items can be seen in Figure 2. It is clear from this figure that the required value was not reached in only three cases, and then by very little. But if new scales are implied to research this is acceptable (Hulland, 1999) and they all pass the frequently recommended threshold of 0.6. The significance level of all loadings at $p \leq 0.001$ is highly significant and was calculated using the bootstrap method with 5000 samples (Henseler et al., 2009).

4.1.3 Construct reliability

Quality assessment at the construct level was carried out using Composite Reliability (CR) and Average Variance Extracted (AVE) (Fornell et al., 1981). For this purpose CR should have a value higher than 0.7 and AVE should be over 0.5 (Bagozzi et al., 1998). As Figure 2 shows these criteria are fulfilled by the data collected.

4.1.4 Discriminant validity

Discriminant validity describes the extent to which measurements differ from others which theoretically should not be equal (Campell et al., 1959). This involves examining the cross-loadings, which must be smaller than the root of the corresponding AVE (Hulland, 1999; Fornell et al., 1981). Since this is also the case as presented in Figure 2, discriminant validity is completely confirmed.
<table>
<thead>
<tr>
<th>Item</th>
<th>Loading</th>
<th>Mean</th>
<th>AVE</th>
<th>CR</th>
<th>Latent Variable Correlations</th>
</tr>
</thead>
<tbody>
<tr>
<td>INT-1</td>
<td>0.974</td>
<td>2.46</td>
<td>0.9609</td>
<td>0.9866</td>
<td>0.9803</td>
</tr>
<tr>
<td>INT-2</td>
<td>0.983</td>
<td>2.41</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INT-3</td>
<td>0.983</td>
<td>2.43</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ATT-1</td>
<td>0.907</td>
<td>3.05</td>
<td>0.8213</td>
<td>0.9484</td>
<td>0.6677 0.9063</td>
</tr>
<tr>
<td>ATT-2</td>
<td>0.888</td>
<td>2.94</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ATT-3</td>
<td>0.934</td>
<td>2.56</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ATT-4</td>
<td>0.896</td>
<td>2.48</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SN-1</td>
<td>0.745</td>
<td>2.17</td>
<td>0.5625</td>
<td>0.8851</td>
<td>0.4192 0.5083 0.7500</td>
</tr>
<tr>
<td>SN-2</td>
<td>0.769</td>
<td>2.74</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SN-3</td>
<td>0.805</td>
<td>1.73</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SN-4</td>
<td>0.748</td>
<td>2.18</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SN-5</td>
<td>0.704</td>
<td>3.17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SN-6</td>
<td>0.724</td>
<td>3.13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RS-1</td>
<td>0.759</td>
<td>1.99</td>
<td>0.572</td>
<td>0.8878</td>
<td>-0.1581 -0.1812 -0.1547 0.7563</td>
</tr>
<tr>
<td>RS-2</td>
<td>0.709</td>
<td>3.02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RS-3</td>
<td>0.854</td>
<td>2.09</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RS-4</td>
<td>0.861</td>
<td>1.98</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RS-5</td>
<td>0.708</td>
<td>2.46</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RS-6</td>
<td>0.618</td>
<td>2.39</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ES-1</td>
<td>0.872</td>
<td>2.94</td>
<td>0.5631</td>
<td>0.7912</td>
<td>0.016 -0.0471 0.0094 0.289 0.7504</td>
</tr>
<tr>
<td>ES-2\text{Rev}</td>
<td>0.744</td>
<td>2.50</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ES-3\text{Rev}</td>
<td>0.613</td>
<td>2.88</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STF-1</td>
<td>0.877</td>
<td>1.80</td>
<td>0.7323</td>
<td>0.8454</td>
<td>-0.1807 -0.263 0.4785 0.2741 0.8557</td>
</tr>
<tr>
<td>STF-2</td>
<td>0.834</td>
<td>2.24</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CR-1</td>
<td>0.886</td>
<td>3.34</td>
<td>0.6108</td>
<td>0.8229</td>
<td>-0.1388 -0.0951 -0.1422 0.1737 -0.0213 0.1351 0.7815</td>
</tr>
<tr>
<td>CR-2</td>
<td>0.778</td>
<td>3.39</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CR-3</td>
<td>0.664</td>
<td>2.77</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: All loadings are significant at \( p \leq 0.001 \); Square Root of AVE is listed on diagonal by Latent Variables Correlation.

Figure 2: Indicator reliability, Construct reliability and Discriminant validity

4.2 Structural model

After testing the validity of the measurement model, the structural model is now tested using the coefficient of determination (R²) and the significance levels of the path coefficients (Chin, 1998). First the coefficient of determination is used, and it shows, as can be seen from Figure 3, that 45.5 per cent of the variance of intention can be explained by attitude, subjective norm and resistance. If this value is compared with other studies focusing on resistance (e.g. Bhattacherjee et al., 2007a), the absolute explanatory power of our model is good.

![Figure 3: Structural Model](image-url)
There is a significant correlation between almost all the constructs. The only exception is the correlation between resistance and intention which is not significant. But since the correlation between resistance and intention is negative, as we hypothesized, we need to investigate whether we can demonstrate a mediation effect of the resistance via the two enablers attitude and subjective norm.

Before we look at this more closely in the next section, we present the second-order measurement of resistance on the left-hand side of Figure 3. This shows that there is a significant correlation between each of the four first-order constructs and resistance.

4.3 Mediation test

Among the first researchers examining mediators were Baron and Kenny (Baron et al., 1986). According to them, a mediator means a variable which explains the relationship between a predictor and a result (Baron et al., 1986; Holmbeck, 1997; James et al., 1984). Depending on whether, in spite of the addition of a mediator, a reduced correlation between a predictor and a prognostic variable remains or completely disappears, one talks of partial or complete mediation respectively.

If we were to test the way the inhibitor resistance affects intention by means of two mediators, correlations could arise showing a different form of mediation than when there was only one mediator in the model under test. Therefore we first need to carry out two separate mediation tests, each containing one mediator. This will test whether subjective norm or attitude functions as a mediator in the relationship between resistance and intention. This is tested using the method suggested by (Iacobucci et al., 2003) (see Figure 4).

The left-hand side of the figure shows clearly that RES has a significant effect on SN. It also demonstrates a significant causal relationship between SN and INT. It should also be noted that there remains a significant and direct influence of RES on INT, in spite of a mediated relationship via SN, which leads to the conclusion that there is partial mediation. Finally, using the Sobel Test ($z = -3.51; p < 0.0005$) (Sobel, 1982) and the Goodman I-Test ($z = -3.53; p < 0.0005$) (Goodman, 1960) the results show that the null-hypothesis on which they are based, according to which there is no indirect effect, can be rejected. In sum, we can state that the character trait RES both directly influences INT and also effects INT indirectly through SN. The extent of RES’s indirect effect on INT via SN can be clearly defined using the value of VAF (Variance accounted for), which shows that about 45 per cent of the total effect of RES on INT occurs via SN.

In the right-hand side of Figure 4 the relationship between INT, RES and ATT is tested. Here it is noticeable that, in contrast to the preceding model, the relationship between RES and INT is not significant. This indicates complete mediation of RES on INT via ATT. In this case, too, the indirect effect was demonstrated using the Sobel Test ($z = -3.05; p < 0.0005$) and the Goodman I-Test ($z = -3.06; p < 0.0005$). The strength of the indirect effect of RES on INT via ATT is also shown by the VAF value, which is almost 97 per cent. Since SN partially mediates the effect of RES on INT, and ATT does so completely, another mediation test was applied which was intended to show if RES still has a direct influence on INT when two enablers are present in a model. The way in which RES affects INT in the context of TRA was thus tested, showing that the direct influence of resistance on intention...
is not significant, and therefore we have complete mediation in this context. It was possible to show that the effect of RES on INT is partially mediated by SN and completely mediated by ATT.

5 DISCUSSION

In sum, the answer to the first question – whether the character trait resistance has an influence on intention in the context of TRA (Ajzen et al., 1980; Fishbein et al., 1975) – could be answered positively. The answer to the second question about the way in which this influence occurs must be looked at in a more detailed way because when assessed separately, subjective norm is seen to be a partial mediator and attitude a complete one. However, looking beyond the pure data and interpreting the results produced, it can be seen that people with a resistant nature have a fundamentally more negative attitude to new technologies, like social networking platforms. Initially this is not surprising, and yet it could be shown empirically that people whose basic attitude is more resistant are at first negative in their response to new technologies and changes in modes of behavior. The measurement system used in order to capture completely the four dimensions of resistance defined by Oreg (routine seeking, emotional reaction, short-term focus and cognitive rigidity) shows that more resistant people can be characterized by all of the four dimensions introduced by Oreg in their attitude to the use of information systems. Those individuals who are negatively inclined towards the introduction and use of new information systems are accordingly also distinguished by a very strongly characterized determination to stick to their current routines. They feel that nothing positive can be gained from change, are fixated on short-term expense and effort rather than long-term benefits and refuse fundamentally to be open to new ideas. Our results thus complement the research on resistance with reference to IS adoption in that they show that resistance is not only a behavior in a characteristic situation which results from a change in some aspects of that situation (Coch et al., 1948; Tichy, 1983) but can also be a general personality trait of some individuals which then affects their attitude and intention with regard to the use of information systems.

We further see that those around these resistant individuals, in the context tested here mainly rely on the norms of their circle of family and friends, do not expect that they will make use of innovations. This can be explained by the fact that more resistant people start from the premise that those around them understand them well, and that since they did not use previous innovations they are not expected to do so in the case of further innovations. Another possible explanation may be that individuals strongly characterized by resistance also have far less self-confidence, and that one could thus investigate a further construct, such as self-esteem (Rosenberg, 1965) between resistance and subjective norm.

The general mediation tests for the effect of the personality trait ‘resistance’ on the intention to use an information system show that this effect is above all an indirect one. Nevertheless one cannot propose the general conclusion that resistance always affects intention indirectly since the results in Figure 4 show that for the enabler subjective norm there is partial mediation and for the enabler attitude there is complete mediation. Consequently, the effect-relationship between resistance, intention and the enablers depends in each case on the enabler under consideration as well as the particular context. Future research could examine which classic adoption-factors like, for example, perceived ease of use and perceived usefulness (Davis, 1989; Davis et al., 1989) mediate the effect of the character trait ‘resistance’ on intention.

We focused on non-users in this study in order to demonstrate that there is a greater disposition among this group of people to be opposed to change. Yet the questions used to capture the character trait resistance as in the original version, it might be possible in the form of semantic differential scales (Chin et al., 2008) to capture its opposite, namely fundamental openness towards, or readiness to accept, change. If one were to investigate further groups of people with reference to the underlying point of time at which adoption takes place one might be able to show, expanding the previous results, that the time at which adoption takes place is dependent on inborn or learnt character traits. Here the five-factor model (“Big Five”) so well-known in the psychology of personality might also produce
interesting results (Norman, 1963). The concept of resistance to change that is widely accepted in IS research, linking it with a characteristic situation, could be expanded in a new second-order construct including the personality trait ‘resistance’ in order to make it possible to produce even more meaningful statements, since resistance in the IS field has in general been the subject of very little research (Lapointe et al., 2005).

As well as the possible opportunities for further research and future adoption and resistance theory, this paper also has some elements which could be important in the practical field. We have shown that in some individuals the personality trait resistance leads to a negative attitude to information systems and their use. However, in companies new information systems can only be beneficial if they are used by the relevant staff. Improvements can only be achieved if responsible managers themselves investigate where there are problems and initiate change. As work from the field of design science has shown, companies should, in order to develop functional and value-creating information systems, encourage a culture in the company which supports and encourages creativity (Cooper, 2000). If, however, there are too many people in the company with resistance as a strongly marked personality trait, this would not be very beneficial for this process. Recruitment departments in companies should therefore attempt to encourage a healthy mix of staff both in IT and in other technical departments. The results also show that users of information systems, who may be a company’s customers, are characterized by various differing personality traits which may have an effect on purchasing or usage behaviour. Strategies aimed at addressing resistant customers could help businesses bind this group of customers to the company in an even more effective way.
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