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Abstract

In the era of Social Web, there has been an explosive growth of user-contributed comments posted to various online social media. However, increasingly more misleading and deceptive user comments found at online social media have also been a great concern for consumers and merchants, and social spam have been brought to the attention by the legal circle in recent years. Social spam can cause tremendous loss to both consumers and merchants, and so there is a pressing need to design effective methodologies to detect social spam to maintain the hygiene of online social media. The main contribution of this paper is the illustration of a novel social spam detection methodology which combines word-, topic-, and user-based features to combat social spam. In particular, the proposed methodology is underpinned by the Labeled Latent Dirichlet Allocation (L-LDA) model, a kind of probabilistic generative model. A series of experiments conducted based on the social comments posted to YouTube show that our proposed methodology can achieve a detection accuracy of 91.17%. The business implication of our research is that merchants can apply our methodology to filter spam so as to extract accurate market intelligence from online social media. Moreover, social media site owners can leverage the proposed methodology to maintain the hygiene of their sites.
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1 INTRODUCTION

Recently, social media has been playing an increasingly more important role in people’s daily life (van Marle 2011). Andreas Kaplan and Michael Haenlein (2010) give the definition of social media as “a group of Internet-based applications that build on the ideological and technological foundations of Web 2.0, and that allow the creation and exchange of user-generated content.” Besides, the features of social media are mainly summarized as their support for collective action and social interaction, their grassroots nature and decentralized governance, and the flexibility and portability of their technological platforms (Nevo, Benbasat and Wand 2012). The attributes of social media, including its creation and exchange of user-generated contents, and its support for highly collective actions and diverse social interactions, definitely make it an indispensable tool for retailers in e-commerce to promote their products and services. Furthermore, social media may become a new “social CRM” tool if retailers choose to import all the user profiles into their social media sites and keep close contacts with users on the corresponding platforms. The success of Starbucks is a good example. Starbucks always has a good insight of social media and first jumps into the social media stage by creating its own version of social network—My Starbucks Idea1, on which the customers can share and discuss anything related to Starbucks. In 2010, Starbucks already had over 705,000 followers at Twitter and over 5,428,000 fans at Facebook.

Unfortunately, the power of social media also provides unprecedented opportunities for online fraudsters or spammers, who take advantage of social media platforms to perform deceptive acts (Chandramouli 2011), conduct unfair trading activities (Wu et al. 2010, Yoo and Gretzel 2009), and even make illegal profits (Toneguzzi 2007). The most typical type of deceptive behavior in social media is posting social spam. Social spam is some information of low quality that users do not ask for or specifically subscribe to in social networks (Wang, Irani and Pu 2011). It is usually used to make phishing attacks (Jagatic et al. 2007), promote adverse websites (Lin et al. 2007), distribute malwares (Boyd and Heer 2006), and spread adverse messages (Brown et al. 2008, Zinman and Donath 2007). Social spam can highly mislead online users since it contains contextual information (Brown et al. 2008, Felt and Evans 2008). For social spam, some URLs are often included which will direct users to some advertisement websites, malware websites, or pornographic websites. Obviously, the damages of social spam are various. On one hand, the information embedded in a spam is totally irrelevant and trashy to those users who intend to locate useful opinion or information in social media. In the long run, users’ patience and satisfaction will be compromised gradually.

Figure 1 shows an example of social spam for the videos of Starbucks archived at YouTube. In this example, we can see the spam definitely affect the company’s normal promotion and common communication with its customers. If the spam appears in a large amount, it will hinder Starbucks’ managers to extract customer opinions from online social media to develop accurate market intelligence. On the other hand, from the perspective of online social media sites, social spam consumes system resources such as the bandwidth and disk space. Besides, if a user happens to click the links embedded in social spam, it will direct them to other dangerous websites which may result in personal information leakage and even huge monetary losses. According to Grier et al. (2010), 8% of 25 million URLs posted at Twitter pointing to phishing, malware and scams listed in popular blacklists. Yet, Twitter is such a successful website that attracts billions of users to view spam pages with a click rate of 0.13%. According to the report from the FBI and the American National White Collar Crime Center, the monetary losses caused by scam websites reached $240 million in 2008. Therefore, there is a pressing need to develop effective methodologies to fight against various social spam in order to reduce consumers’ losses and create a clean environment for all online users and merchants. Moreover, since business managers and marketers have paid increasingly more attention to leverage online social

---

1 http://mystarbucksidea.force.com/apex/ideaHome
media for e-Marketing and business transformation, it is essential to filter out social spam before accurate market and business intelligence can be extracted from online social media.

In this paper, we design a novel computational methodology that combines word-, topic-, and user-based features for automated detection of social spam. In particular, our computational methodology is underpinned by Labeled Latent Dirichlet Allocation (Ramage et al. 2009) that can mine latent topics characterizing the inherent semantics of social spam. Labeled Latent Dirichlet Allocation (L-LDA) is a supervised variant of Latent Dirichlet Allocation (LDA), a kind of topic modeling method which was first proposed in Blei et al.’s paper (2003). The assumption of topic models is that a document is a mixture of various topics and each topic can be regarded as a group of words that have a high probability of co-occurrence. By running the topic models, we can automatically extract latent topics in the documents. Furthermore, these latent topics can be transformed as topic-based features for classification which are quite different from the word-based features like tf-idf. By adopting L-LDA model instead of LDA model, we can identify those discriminative topics in the documents as long as topic labelling can be performed. In this paper, in order to extract topic-based features we use the occurrences of the most discriminative words generated from Chi-Square test as topic labels for each document. Then, a comparison between three kinds of features—word-, topic-, and user-based features is made through rigorous empirical experiments to examine the effectiveness of these features toward social spam detection.

In summary, we frame our contributions as follows:

- We propose a novel method to extract topic-based features from the comments in social media by adopting L-LDA model.
- We prove that the topic-based features extracted by using our method can largely improve the performance of social spam classifiers by comparing with word- and user-based features.
- We also examine the effectiveness of word- and user-based features like tf-idf weights, average time interval of posting (ATI) and the average similarity (AS) for social spam detection.

We organize the remainder of the paper as follows. Section 2 presents some related studies about social spam detection. Section 3 illustrates the proposed computational methodology for social spam detection. Section 4 describes our experiments that were conducted based on a YouTube social spam dataset. Section 5 discusses our experimental results, followed by conclusions and future research in Section 6.

---

1 http://www.youtube.com/all_comments?v=lMmA5dm-Q_w
2 RELATED WORKS

Of all the methods to tackle the social spam problem, the classification-based method is the most common one. The general steps for this method is to define and extract features from the spam, use the extracted features to train the classifier, and finally do the classification via the trained classifier. Usually, the features vary in the different research articles. In Markines et al.’s work (Markines, Cattuto and Menczer 2009), six features which have precisely captured the properties of the social spam are proposed, and a 98% accuracy rate and a near 2% false positive rate are achieved via an AdaBoost classifier. The six features include Tagspam (detect some special tag), TagBlur (capture the degree of independence of tags in a post), DomFp (compute the similarity of the source webpage and the existed spam pages), NumAds (compute the number of Ads in a source page), Plagiarism (detect automatically generated pages), ValidLinks (compute the percentage of valid resources post by a user). In another paper (Lee, Caverlee and Webb 2010), the authors deploy honeypots to monitor spammers’ behavior and log their information. Multiple features like tweets similarity, material status, number of friends are extracted from the spam files harvested by the honeypots and models like the bag-of-words model and the sparse bigrams model are established to characterize the text-based features.

For the articles discussed above, the context is limited to social networks like Twitter, MySpace, etc., however, social spam also exist in the video websites like YouTube (Benevenuto et al. 2009). As a video website like YouTube, it’s a good platform to put some product ads and promote them in order to increase the sales of the products. When video providers want to promote the video which means improving the rank of the video to attract more attention, they are most likely to generate a lot of irrelevant comments under the videos. In Benevenuto et al.’s work, their aim is to detect spammers who may post unrelated things to a popular video, and content promoters who post a large number of responses in order to gain visibility to a specific video, in online social networks like YouTube. Benevenuto et al. built a dataset using the real data of YouTube users and extracted 42 attributes from three attribute sets including video attributes, user attributes and social network attributes to discriminate spammers and promoters from legitimates. By using Information gain and $\chi^2$ test to assess their discriminating power, they find that total number of views is the most discriminative feature. Besides, another paper by Sureka (2011) also dealt with the YouTube spam comments, and by mining user’s comment activity logs and extracting patterns an effective method for spam detection was proposed. In O’Callaghan et al.’s paper (2012b), network motif profiling was adopted to track the spam campaigns over time on YouTube. This method successfully revealed two distinctive spam campaign strategies and tracked two corresponding active campaigns on the evaluation dataset.

As topic models, especially the variants of Latent Dirichlet Allocation (LDA) model, become more and more popular in different area including information retrieval (Brody and Elhadad 2010), genetics (Liu et al. 2010) and image classification (Wang, Blei and Li 2009), etc., there is an increasing number of papers adopting LDA to perform spam detection and opinion mining. In Bíró et al.’s paper (2008), a modification of LDA, the novel multi-corpus LDA was applied to web spam classification. Bíró et al. assumes that spam contents and legitimate contents (i.e., ham) have different number of topics and trained the spam topics and ham topics separately. In Bíró et al.’s another paper (2009), another extension of LDA is developed in which the linkage information between the documents is considered while training. What’s more, LDA can be used to track the trend of some online opinion or extract some opinion from the documents. In Yan and Zheng’s paper (2010), they used incremental Gibbs algorithm train the LDA model and the previous posterior of topic-word distribution was introduced to train the LDA model in the next time-slice. In this way, the trends of some topic can be tracked and observed.

However, as far as I know, none of the prior researchers have used the-state-of-the-art topic models to generate topic-based features to identify social spam and the current features adopted in the previous mentioned papers only include user-based, word-based, or network-based features. In our paper, we combie the word, topic, and user-based features together and incorporate the-state-of-the-art Labeled
LDA (L-LDA)—a variant of LDA—with the classical classification algorithm Support Vector Machine (SVM) to test the performance of the combinations of the three kinds of features.

3 THE PROPOSED METHODOLOGY

In this section, we will begin with our proposed methodology for social spam detection shown in Figure 2. From our proposed methodology, three kinds of features are generated in our paper—word-, topic-, and user-based features. For word-based features, $tf-idf$ scheme and Chi-Square test were adopted for feature extraction and selection. Besides, the discriminative words with high Chi-Square scores were treated as the topic labels which were a part of the input of L-LDA model. The function of topic model—L-LDA is to identify what kind of topics one certain comment talks about. Then the normalized topic frequencies are generated as our topic-based features. For user-based features, user behavior analysis was performed for each user by computing his/her average time interval of posting (ATI) and the average similarity (AS) of two adjacent comments. Finally, SVM classifiers were adopted to perform the classification for spam and ham.

Figure 2. Proposed Methodology for Social Spam Detection
3.1 Word-Based Features

3.1.1 Feature Extraction

As tf-idf scheme (Salton and McGill 1986) offers a brief representation of the documents by computing the weights of the words in the documents, but also the tf-idf word-based features turn to be discriminative and powerful in various classifiers like KNN, SVM, and Rocchio (Joachims 1996, Soucy and Mineau 2005). Therefore in this paper for the word-level features, we decide to use tf-idf weights as the base of our entire feature set. Here, we perform a maximum normalization in the computation of term frequency, which turns out to be a very effect variant of tf functions. The normalized tf value of word $i$ in document $d$ is computed by

$$ntf_{i,d} = \alpha + (1 - \alpha) \frac{tf_{i,d}}{\max_i tf_{i,d}}$$

where $\alpha$ is a value between 0 and 1. Thus, the weight of word $i$ in document $d$ is denoted by the tf-idf scheme as follows.

$$w_{i,d} = ntf_{i,d} \times \log \frac{N}{df_i}$$

Here, $N$ is the total number of documents in a collection and $df_i$ is the document frequency of word $i$.

3.1.2 Feature Selection

However, although tf-idf scheme is adopted to give an effect representation of the documents, the size of the vocabulary of the corpus is usually large, which usually makes the vector sparse. From the view of text classification or clustering, these sparse vectors will make the task not that efficient and meanwhile the potential noisy features may decrease the accuracy of classification directly. Thus, to perform the classification or clustering on the corpus, feature selection methods are necessary to be used.

To select the features, we adopted Chi-Square test to perform feature selection in the word set. Chi-Square test is one of the most popular metrics for feature selection in text classification area (Alexandrov, Gelbukh and Lozovoi 2001, Dunham and Ming 2003, Forman 2003). Chi-Square test can be used as “(a) a goodness-of-fit test between a group of data and a specific probability distribution, or (b) a test for the degree of dependence or association between two factors or variables” (Al-Harbi et al. 2008). The Chi-Square test formula is relevant to feature selection functions in information-theoretic area which “try to capture the intuition that the best terms for the class $c$ are the ones distributed most differently in the sets of positive and negative examples of $c$” (Mesleh , Sebastiani 2002). The basic formula for Chi-Square test is as follows.

$$\chi^2 = \sum \frac{(O - E)^2}{E}$$

In the formula above, the $O$ represents the observed values which are instantiated as $|D_{positive}|$, $|D_{negative}|$, $|D_{positive}| - |D_{positive}|$, $|D_{negative}| - |D_{negative}|$ in our experiment. $D$ is our whole corpus set, $D_{positive}$ is the spam set and $D_{negative}$ is the ham set. For each word $i$, $|D_{positive}|$ means how many times the word $i$ appears in spam set and similarly $|D_{negative}|$ means the times that word $i$ appears in ham set; Also, $|D_{positive}|$ and $|D_{negative}|$ are the total number of spam and ham. And $E$ is the expected value of the observed values. In order to illustrate this in details, we give a contingency table as follows.
Table 1. A Contingency Table

<table>
<thead>
<tr>
<th></th>
<th>Spam</th>
<th>Ham</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contain word i</td>
<td>$</td>
<td>D_{positive}</td>
<td>= A$</td>
</tr>
<tr>
<td>Do not contain i</td>
<td>C</td>
<td>D</td>
<td>$C + D$</td>
</tr>
<tr>
<td>total</td>
<td>$</td>
<td>D_{positive}</td>
<td>= A + C$</td>
</tr>
</tbody>
</table>

With the values given above, we could compute the expected value of $A$ to $D$. For example, for $A$ its expected value is

$$E_A = (A + C) \times \frac{A + B}{N}$$

For $B$, $C$ and $D$, the computation is much similar. After putting all the values into (3), finally we can get the Chi-Square score $\chi^2$ as follows.

$$\chi^2 = \frac{N(AD - BC)^2}{(A + C)(A + B)(C + D)(B + D)}$$

The value of $\chi^2$ represents the association or dependency of word $i$ with the spam set. The higher the value is, the stronger the discrimination power of the word $i$ is. In the case that the size of the vocabulary of the corpus is very large, we will select the most distinctive words based on the Chi-Square score as our baseline feature set.

3.2 Topic-Based Features

Indeed, $tf-idf$ has a few attractive advantages and the feature selection methods could help fix one of its shortcomings that the representation length is a little long for each document, but another drawback of this method still exists. That is, it fails to reveal the intra-document statistical structure and by adopting the “bag-of-words” assumption the documents are just viewed and decomposed from the micro word level, which may lead to the loss of semantic information among the words. To address this problem, a more macro level of viewing the documents is needed.

According to systemic functional linguistic theory (SFLT) which provides a mechanism to represent text information, language has three meta-functions—ideational, interpersonal, and textual (Halliday and Matthiessen 2004). For ideational meta-function, it provides a theory of human experience and is about the aspects of the “mental word” including attitudes, desires, etc. (Fairclough 2003). The ideational meta-function can be performed as several information types such as topics, emotions, opinions, etc. (Abbasi and Chen 2008). If the representation of text information can reach this level, semantic information among the words can be retained in a large extent. A significant step forward in this direction was made by Blei (2003), who proposed one of the earliest probabilistic topic models—Latent Dirichlet Allocation (LDA), which can identify how certain topic patterns are mixed in a document. LDA assumes the whole corpus has $k$ number of topics, and the content of each document is focusing on these $k$ topics. The document is considered as a mixture of topics with different probabilities for each and for each topic there exists a distribution for all the words.

Later on, Labeled LDA (L-LDA) (Ramage et al. 2009), a supervised variant of LDA was proposed. L-LDA is also a probabilistic graphical model, but different from LDA, L-LDA can automatically learn the latent topics in a document from the training set based on the given topic label and then predict the occurrences of the defined topics in a previously unseen document in the test set. Assume we estimate that there are $k$ topics in total in this corpus; for each document $d$, its topic label $\Lambda_d = (l_1, l_2, ..., l_k)$ will be generated in some way. Here each $l_k \in \{0,1\}$ represents whether this document is related to the $k^{th}$ topic or not. By changing the value of the topic label for each document, we can alter the relevance between the document and the topics we are concerned with. Thus, the topics obtained from running L-LDA are definitely those we are interested in. To help interpret the meaning of topic label, we can compare the topic label to a few centroids and the L-LDA model will automatically cluster the words
around these centroids to form the interesting topics. Figure 3 illustrates the probabilistic graph of L-LDA model.

![Figure 3. Graphical Model of L-LDA (Ramage et al. 2009)](image)

For L-LDA model, the document is considered as a mixture of topics with different probabilities for each and for each topic there exists a distribution for all the words. Thus there are two distributions—document-topic and topic-word distributions. And these two distributions are all assumed to have a Dirichlet prior. For every document \( d \in D \), the distribution \( \theta_d \) on topic set \( Z \) is sampled from \( \text{Dir}(\alpha) \). And for each topic \( z \in Z \), the distribution \( \beta_z \) on vocabulary set \( V \) is sampled from \( \text{Dir}(\eta) \). Therefore, for the \( n \)th word in document \( d \) represented as \( w_{d,n} \), a topic assignment \( z_{d,n} \) will be iteratively calculated via Gibbs-sampling (Casella and George 1992). After getting the topic assignment \( z \), the document-topic distribution \( \theta_{d,z} \) and topic-word \( \beta_{z,w} \) distribution can be estimated as follows.

\[
\theta_{d,z} = \frac{N_{d,z} + \alpha}{\sum_{z=1}^{|Z|} N_{d,z} + |Z|\alpha}
\]

\[
\beta_{z,w} = \frac{N_{z,w} + \beta}{\sum_{w=1}^{|V|} N_{z,w} + |V|\beta}
\]

Here, \( N_{d,z} \) represents the number of words assigned to topic \( z \) in the document \( d \) and \( N_{z,w} \) represents the frequency of word \( w \) assigned to topic \( z \) in the corpus.

However, how to generate a topic label \( \Lambda_d \) for each document and how to define the topics that we are concerned with still remain unsolved. In our opinion, those topics we are concerned with should be those that can differentiate spam from ham in our corpus. That is, these topics must have a certain level of discrimination power. In 3.1.2, we mentioned the Chi-Square score \( \chi^2 \) could be treated as a measure of discrimination power of a word. Thus, the topic label of a document can be generated based on the occurrences of the most discriminative words in that document. That is, for a document \( d \), each \( l_n \) in its topic label \( \Lambda_d = (l_1, l_2, \ldots, l_k) \) can be

\[
l_n = \begin{cases} 1, & \forall i \in d, n = \text{Rank}(\chi^2_i) \leq k \\ 0, & \text{otherwise} \end{cases}
\]

where \( \text{Rank}(\chi^2_i) \) means the rank of the Chi-Square score of word \( i \) in document \( d \). One advantage for this practice is that since the higher-ranked words are the most discriminative ones thus we can expect that the latent topics generated by the L-LDA also tend to be discriminative for spam detection. It is worth noting that not all the selected words are discriminative for spam and some are discriminative for ham. But once the learned latent topics are transformed as topic-based features, no matter their
labels are discriminative for spam or ham, the generated topic-based features are powerful for spam detection.

By regarding the discriminative words as the topic labels for each document, a multi-labelled corpus can be successfully generated. And this multi-labelled corpus can be the input of L-LDA model. After running the L-LDA model, it will output the topic assignment $z_{d,i}$ for each word $i$ in document $d$ and further get $N_{d,z}$—the number of words assigned to topic $z$ in the document $d$. Here, for a topic $z$, its frequency in a document $d$ can be represented by $N_{d,z}$. Similarly as 3.1, here we selected the normalized topic frequency as the feature for spam detection, and for document $d$ the normalized frequency of topic $z$ can be computed as

$$t_{d,x} = \tau + (1 - \tau) \frac{N_{d,x}}{\max_{z \in Z} N_{d,z}}$$

(9)

where $\tau$ is a value between 0 and 1. Finally, for a document $d$, its topic-based feature is $T_d = [t_{d,1}, t_{d,2}, ..., t_{d,k}]$.

### 3.3 User-Based Features

What’s more, recently more and more researchers found that the online spammers turn to generate spam at a short time interval and the content of these spam tend to be the same (Duan, Gopalan and Yuan 2007, Sureka 2011). This is largely because most spam messages are generated by bot accounts which automatically keep posting the same content. In order to detect this kind of spam comments, we added average time interval of posting (ATI) and the average similarity (AS) of two adjacent comments posted by the same user to our feature set, since for the bot accounts they usually repeat posting the comments of the same content continuously. For user $u$ who posted $N_u$ comments, the ATI of user $u$ is computed as

$$\text{ATI}(u) = \sum_{k=1}^{N_u} \frac{(t_{u,k} - t_{u,k-1})}{N_u}$$

(10)

where $t_{u,k}$ represents the posting time of the $k^{th}$ comment of user $u$. Similarly, the AS of user $u$ is as

$$\text{AS}(u) = \frac{\sum_{k=1}^{N_u} \text{sim}(c_{u,k}, c_{u,k-1})}{N_u}$$

(11)

where $c_{u,k}$ is the $k^{th}$ comment of user $u$ and function $\text{sim}()$ is a similarity function computing the similarity between two comments. For computing the similarity of two comments, we utilize the approximate string matching algorithm which roughly works by looking for the smallest number of edits to change one string into the other (Myers 1986, Ukkonen 1985).

### 4 EXPERIMENTAL EVALUATION

#### 4.1 Dataset

This dataset used for experimental evaluation contains millions of YouTube comments, and these comments are labeled as true spam or not either by the spam filter or manually with the “Flag for spam” button available above each comment posted on a video page on YouTube. Based on these labeled comments, we elaborately extract the features mentioned above to classify the comments into spam or ham by utilizing a Support Vector Machine (SVM) classifier. The data collection began on October 31\textsuperscript{st}, 2011, and we downloaded the dataset from the data source mentioned in the papers (O’Callaghan et al. 2012a, O’Callaghan et al. 2012b). Some statistics of the dataset are shown in Table 2.
Properties | Values
---|---
Videos | 6,407
Total comments | 6,431,471
Comments marked as spam | 481,334
Total users | 2,860,264
Spam comment users | 177,542

Table 2. Some Properties of the Dataset

The most interesting feature of this dataset is its spam label generated by the spam filter or manually with the “Flag for spam” button available above each comment posted on a video page on YouTube. What we want to clarify is that these labels may not be 100% accurate. Due to its occasional inaccuracy, sometimes the innocent comments will be marked as spam while the true spam ones escape from the spam filter. And similarly, some spam comments are not tagged as spam due to infeasibility of manual verification of large volumes of comments. In the paper by Sureka (2011), this problem of the inaccurate labels also appeared. In another paper by Benevenuto et al. (2009), in order to avoid this situation manual annotation was performed before the YouTube data was put into the classifier. And most importantly, the spam tag is usually initialized by other users based only on the content-level instead of the user-label. That’s why in our experiment we introduced various types of features to detect the spam automatically. At this stage, we adopt the approximate annotation of spam as our training label; in the future, we may consider improve the accuracy of the spam annotation of the YouTube comments.

4.2 Experimental Design

4.2.1 Pre-processing

In our experiment, we mainly focus on the English spam comments detection. Therefore, the first step the pre-processing stage is to filter those non-English comments. After finishing filtering those non-English comments, the total number of the comments is 3,621,379 including true spam comments 392,964 and ham comments 3,228,415.

In the following, a part of users’ comments were removed from the dataset because the total number of comments they post is smaller than a threshold. Here, we set the threshold as 6, that is, if a user just posted fewer than 6 comments in our dataset, then all his comments would not be considered in our
experiment. The reason why we filtered these comments is that the features we extracted involve the comparison of two adjacent comments posted by the same user. To some degree, these features reflect the user’s long term activity. In that way, if the user posted too few comments, the discrimination power of this feature will be weakened. Since we adopted machine learning method to classify the spam, a separation of training set and test set should be done. In our experiment, we separated the two sets based on the time sequence of each user posting the comments, which means we extracted first 2/3 of each user’s comments as the training set and the remaining 1/3 as the test set based on the time stamp on each comment. After these two stages of pre-processing, a contrast of the original dataset information and the filtered dataset information is shown in Table 3.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Original</th>
<th>Filtered</th>
<th>Training set</th>
<th>Test set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total comments</td>
<td>6,431,471</td>
<td>1,055,375</td>
<td>724,569</td>
<td>330,806</td>
</tr>
<tr>
<td>Comments marked as spam</td>
<td>481,334</td>
<td>210,283</td>
<td>142,965</td>
<td>67,318</td>
</tr>
<tr>
<td>Comments marked as ham</td>
<td>5,951,037</td>
<td>845,092</td>
<td>581,604</td>
<td>263,488</td>
</tr>
</tbody>
</table>

Table 3. A Contrast of the Original Dataset and the Filtered Dataset

Before generating the feature set, tokenization and stemming should also be performed. Stemming is a very common technique in information retrieval area to eliminate simple variations of some words. In linguistic morphology, stemming is the process for reducing inflected (or sometimes derived) words to their stem, base or root form—generally a written word form and the efficiency of content-based spam filter can be significant improved if adopting stemming (Ahmed and Mithun 2004). The stemming process can effectively rule out the influence of the different forms of the same word when we are performing word statistics.

4.2.2 Feature Extraction and Selection

According to our statistics after performing Chi-Square test the cardinality of the word set in the dataset is 211,278. And most of them are misspelled words and appear less than 10 times in one million pieces of comments. Besides, among all the words, only a small number of them are discriminative and the rest have little contribution to the spam comments detection. Therefore, a minimum frequency for each word is set and if the frequency of one word is fewer than the minimum frequency it will be removed from the vocabulary. For our convenience, we set the minimum frequency to 50. In the end, the size of our vocabulary decreased to 7921. That means the length of the word-based feature equal to 7921. Furthermore, if the number of the latent topics to be learned in L-LDA model is set to k, plus the user-based feature ATI and AS, in total we have k+7923 features in our feature set.

4.2.3 Classification

Considering the efficiency and convenience, we chose Liblinear package—an implementation of support vector machines—to classify the comments. Liblinear is a very popular classifier which can classify a large dataset quickly with a high accuracy by using the linear kernel. And the objective function with L2-regularized L2-loss form was selected in our experiment.

To better evaluate the performance of each type of feature, four different combinations of features were created—(1) only word feature (W), (2) word+user features (WU), (3) word+topic features (WT), (4) word+topic+user features (WTU). From the experimental results, we were expecting to see how the performance would be improved after adding certain features. Besides, not only the combinations of features affect the results, the number of latent topics to be learned will also have an influence on the results. Thus, to run the experiment we set the number of latent topics k = 6, 10, 20, 50, 80, 100. Finally except W and WU group, there were 2×6 experiment groups and 12 SVM classifiers were trained and tested.
4.2.4 Evaluation Metrics

The evaluation metrics involved in our experiment include precision (PRE), accuracy (ACC), recall (REC), F1-measure (F1), receiver operating characteristic curve (ROC) together with the area under the curve (AUC). These are standard metrics to evaluate the performance of such models.

5 EXPERIMENT RESULTS AND ANALYSIS

After training and testing for 14 groups of SVM classifiers, the overall performance of each group is shown in Table 4. As mentioned before, five basic evaluation metrics including accuracy, precision, recall, F1-measure, AUC value are applied here. Taking a rough glance, the when topic quantity \(k = 10\) or \(k = 20\), the results tend to be better. And in terms of accuracy and precision, the groups containing topic-based features will outperform those only with word and user-based features. But for recall the situation is different, those groups without topic-based features tend to capture more spam and achieve higher recall than the other groups and the top recall value 84.20\% is obtained in group with both word and user-based features. This is reasonable because for a topic model when it generates the topic-based features for a comment assigning topics for each word is based on the current topic assignment of all the other words in the same comment. Assuming that in this comment there are a lot of previously unseen words and only a minority of learned words, then the topic inference for these unknown words will be inaccurate, and as the majority of the words in the vocabulary tend to be ham discriminative and appear more in the normal comments these previously unknown words are inclined to be assigned a ham topic. Therefore, less spam will be captured in the groups with topic-based features and recall certainly decreases.

However, generally the groups with topic-based features usually obtain a higher precision. This is because topic-based features reveals how the latent semantic structure in the comment and this kind of structure judges the spam at a higher confidence level than the user-based features since there exist situations that user-based features are too external and not reliable, e.g. some real spammers’ accounts may post some normal comments when they stop spamming and take a break.

<table>
<thead>
<tr>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topic Quantity (k)</td>
</tr>
<tr>
<td>-----------------</td>
</tr>
<tr>
<td>N/A</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>20</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>50</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>80</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>100</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Table 4. Performance Results (%) for All Experiment Groups

As mentioned before, there is a difference between the performances of the classifiers with different feature sets, which is also proven in Figure 5. When topic quantity \(k = 10\) which seems the optimal value, the ROC curves of the classifiers with different feature set and same topic quantity \(k = 10\) are generated in Figure 5. Among all four feature sets, WTU perform best in terms of the ROC curve. And there is a huge gap between the classifiers with topic-based features and those without them since both
the group of W and WU and the group of WT and WTU are close within groups but dissimilar between groups.

Figure 5. ROC Curves for SVM Classifiers with Topic Quantity $k = 10$

6 CONCLUSIONS AND FUTURE RESEARCH

In this research, starting from the abuse problem of user-generated contents in online social media, a novel social spam detection methodology is designed and implemented. To achieve a better detection performance, a comparison of the performance of detectors with different combinations of word-based feature, topic-based feature, and user-based feature is made by leveraging the L-LDA model and SVM classifier. For the three types of features examined in our research, word-based feature is generated by the $tf-idf$ term weighting scheme, topic-based feature is mined by the L-LDA model, and user-based feature is extracted based on the average time interval of posting (ATI) and the average similarity of two adjacent comments (AS). Chi-Square test is adopted to perform feature selection for word-based features as well as generating the labels of latent topics mined by the L-LDA model in our research. After conducting a series of experiments based on a YouTube social spam dataset, the proposed methodology achieved an accuracy of 91.17% by leveraging all the aforementioned features.

As part of our future work, we will refine the existing topic-based features since some latent topics mined by the L-LDA model may be quite similar to each other. Further clustering of the initial latent topics seems to be a good way to further improve the quality of topic-based features. Besides, additional types of features such as network-based features will be explored in future research. In addition, crowdsourcing method will be explored to improve the quality of the current YouTube social spam dataset because we found occasional inaccuracy of the “Spam Hint” judgments. Finally, large scale of empirical experiments that involve social spam detection for multiple online social media will be conducted.
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